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Abstract

This paper investigates the application of Leimkuhler curve and doubly truncated distributions in infor-
metrics. Leimkuhler curve, ranking sources in descending order, emerges as a key tool for identifying
efficient information sources. The study introduces a random variable representing the age of cited ar-
ticles, influencing the probability distribution in retrospective citation analysis. Reliability measures,
including mean residual life function and mean past residual life function are employed to analyze
engineering and reliability aspects in informometric data. Truncation in probability distributions, par-
ticularly the doubly truncated distribution, is explored, revealing its broad applicability. The relationship
between the Leimkuhler curve and truncated distributions will also be examined.

Keywords: leimkuhler curve, mean residual life function, mean past life function, double trun-
cated random variable, risk measures

1. Introduction

The Leimkuhler curve and Lorenz curve serve as valuable tools in both information process-
ing and economics. In economics, they are utilized to graphically represent the cumulative
distribution of productivity versus resources. Moreover, they find application in analyzing the
concentration of bibliometric distributions within the field of information sciences. The key dis-
tinction between the Lorenz [23] curve and the Leimkuhler curve lies in their ranking order: the
Lorenz curve ranks sources (or individuals) in ascending order of productivity (income), while
the Leimkuhler curve ranks them in descending order. In informetrics, where the focus often
lies on identifying the most efficient sources of information, the Leimkuhler curve (LKC) serves
as the equivalent graphical representation ( see Burrell [9, 10, 13]). Its general definition can be
found in Sarabia’s work [28], and Balakrishnan et al. [3] have highlighted the relationships be-
tween the reliability function and the Leimkuhler curve. In retrospective citation studies within
informetrics, interest is drawn to the age at which an article is cited, referring to the elapsed time
from its publication to inclusion in the examined collection.

To conduct such studies, a single random variable X indicating article age determines the
probability distribution of X. Burrell’s research [12] has linked the data types reported in ret-
rospective citation analysis with reliability models. Hazard rate, mean residual life function,
reversed hazard rate, mean past life function, and vitality function are commonly employed
tools for analyzing engineering and reliability aspects (Barlow and Proschan [4]). Truncation in
probability distributions often arises in studies like reliability analysis, where unit failure may
only be observed within specific time frames.(Abdul Sathar and Nair [1]) The broader utility of
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truncated distributions has been explored in many references such as Bernardic and Candel [8],
Belzunce et al. [6], Kupka and Loo [21] , Ato and Bernardic [2], Coffey and Muller [14] and Nair
et al. [25] were analyze truncated data in various disciplines, necessitating the examination of
truncated versions of the standard distribution, particularly in relation to reliability issues and
economic inequality.

The doubly truncated distribution encompasses right truncated, left truncated, and non-
truncated distributions as special cases. Notably, Belzunce et al. [6] have identified properties of
concentration truncated distribution curves, while Behdani et al. [5] have explored the properties
and applications of doubly truncated distributions in income inequality.

The subsequent sections of the paper are organized as follows: preliminary information is
presented in section 2. Section 3 covers measures of reliability and risk related to the Leimkuhler
curve, section 4 specifies the relationship between the mean past life function and the Leimkuh-
ler curve, section 5 explores the Leimkuhler curve of doubly truncated distributions, section 6
discusses the relation between the geometric vitality function and the Leimkuhler curve, and
finally, section 7 presents some conclusions.

2. Preliminaries

Let X be a non-negative random variable with finite and positive mean E(X) = µ. The distribu-
tion function and survival function of X are symbolized by F and F̄ = 1 − F, respectively. The
quantile function is defined as F−1(t) = inf{x : F(x) ≥ t, t ∈ (0, 1)}. The Lorenz curve, intro-
duced by Lorenz, is a widely used graphical tool for illustrating and examining size distribution
and wealth. For a random income variable X, the Lorenz curve is defined as:

L(p) =

∫ p
0 F−1(t)dt∫ 1
0 F−1(t)dt

, 0 ≤ p ≤ 1. (1)

Here, the function L(p) represents the cumulative percentage of total income earned by the
lowest 100p% earners. This paper presents the main result in the form of the Leimkuhler curve
K(p), as proposed by Sarabia [28] . The Leimkuhler curve is defined as:

K(p) =

∫ 1
1−p F−1(t)dt∫ 1

0 F−1(t)dt
=

∫ ∞
F−1(1−p) t f (t)dt∫ 1

0 F−1(t)dt
, 0 ≤ p ≤ 1. (2)

This curve indicates the share of total productivity returning to sources with productivity
100p% greater. The Leimkuhler curve is essentially an inverted image of the Lorenz curve re-
flected along the diagonal line at 45 degrees.

The definitions of the Lorenz and Leimkuhler curves, L(p) and K(p) respectively, imply that
these curves are linked by the relationship:

K(p) + L(1 − p) = 1. (3)

It is evident that the Leimkuhler curve acts as a distribution function, exhibiting continuity
on [0, 1] , with a second derivative K

′′
(p) ≤ 0, K(0) = 0, K(1) = 1, K

′
(1−) ≥ 0 and K(p) ≥ p,

among other trivial properties. The Gini index G, representing the area between the Leimkuhler
and Lorenz curves, serves as a measure of income inequality. The Gini coefficient theoretically
ranges from 0 (complete equality) to 1 (complete inequality), expressed as:

G =
∫ 1

0
[K(p)− L(p)]dp = 1 −

∫ ∞
0 F̄(x)2dx

E(x)
. (4)

A low Gini index suggests a more equitable distribution of productivity, whereas a high index
indicates a more unequal distribution. To illustrate, let’s consider a classical Pareto distribution
with a distribution function.

F(x) = 1 − (
x
σ
)
−α

, x ≥ σ (5)

RT&A, No 1 (82) 
Volume 20, March 2025 

1050



Vahideh Asghari, Gholamreza Mohtashami Borzadaran and Hadi Jabbari
RELATIONSHIP BETWEEN THE LEIMKUHLER CURVE AND RELIABILITY

where σ > 0 is a scale parameter and α > 0 is a shape parameter. The Lorenz and the Leimkuhler
curves of the classical Pareto distribution are each given by

L(p; α) = 1 − (1 − p)1− 1
α , 0 ≤ p ≤ 1,

K(p; α) = p1− 1
α , 0 ≤ p ≤ 1. (6)

Using relation (4), the Gini index of the classical Pareto distribution is

G(α) =
1

2α − 1
.

Figure 1 illustrates how the Lorenz curve, Leimkuhler curve, and Gini index are visualized
for a Pareto distribution. The Gini coefficient is represented by the ratio of the area between the
Lorenz curve and the line of equality to the total area under the line of equality. In this plot, the
Gini coefficient is indicated by the relative size of the yellow-shaded area, demonstrating that
the classical Pareto distribution for α = 2 has significant inequality.

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Leimkuhler curve

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Lorenz curve

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Gini coefficient

Figure 1: Plot of the Lorenz and Leimkuhler curves and Gini index of the classical Pareto distribution for α = 2.

In prospective studies, there exists a time span until the initial citation occurs, as discussed
by Burrell [11]. Assuming X represents a continuous random variable denoting the age of an
object, the random variable X(t, ∞) = {X − t | X > t} signifies the remaining lifespan of an
entity aged t. The anticipated additional lifespan of an item, provided it has endured until time
t, forms a function dependent on t, referred to as the mean residual life (MRL) function. This
function, introduced by Knight [19], represents the average remaining life of a component that
has survived until time t, and is given by:

m(t) = E(X − t | X > t) =
1

F̄(t)

∫ ∞

t
(x − t)dF(x). (7)

In retrospective studies, we define the random variable X(., t) = {t − X | X < t}, termed the
inactivity time or elapsed lifetime of X. This variable signifies the duration since the expiration
of a unit with a lifetime of at most t. We express this as the mean past life (MPL) function:

m∗(t) = E(t − X | X < t) =
1

F(t)

∫ t

0
(t − x)dF(x). (8)

In many practical situations, lifespan information is only available between two points in
time, which necessitates the examination of reliability measures under the condition of truncated
random variables. In reliability theory and survival analysis, often only individuals whose event
time falls within a certain time interval are observed, and we have information on the lifetime
between two points in time. Doubly truncated variables are the most general case, as they
include right-truncated, left-truncated and non-truncated variables.
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If X denotes the lifetime of a unit, then the random variable is X(t1, t2) = {X − t1|t1 < X <
t2} means remaining lifetime truncated twice. Note that the random variable, X(t1, ∞) is the
special case of X(t1, t2) when t2 tends to ∞. Also, doubly truncated past lifetime is the random
variable X∗(t1, t2) = (t2 − X|t1 < X < t2) ), which is special case t1 = 0, it is the past lifetime
random variable X(., t).

The mean residual life function for a doubly truncated variable is defined as:

m(t1, t2) = E(X − t1|t1 < X < t2) =
1

F(t2)− F(t1)

∫ t2

t1

(x − t1)dF(x). (9)

Similarly, the mean past life function for a doubly truncated variable can be written as:

m∗(t1, t2) = E(t2 − X|t1 < X < t2) =
1

F(t2)− F(t1)

∫ t2

t1

(t2 − x)dF(x). (10)

In engineering and other branches related to reliability, ν(t) = E(X|X > t) is referred to as
the vitality function and ν∗(t) = E(X|X < t)) is termed the past vitality function. Additionally,
the vitality function for a doubly truncated variable is defined as:

ν(t1, t2) = E(X | t1 < X < t2) =
1

F(t2)− F(t1)

∫ t2

t1

xdF(x) (11)

which is related to MRL and MPL functions via

ν(t1, t2) = m(t1, t2) + t1, (12)

= t2 − m∗(t1, t2). (13)

3. Leimkuhler curve and reliability measures

As is commonly understood, the hazard rate function r(t) =
f (t)
F̄(x)

of F indicates whether the

random variable X exhibits an increasing failure rate (IFR) or a decreasing failure rate (DFR) if
r(x) is respectively an increasing or decreasing function on the interval (0, ∞).

Barlow and Proschan [4] demonstrated that if F is IFR(DFR), then under certain conditions:{
F̄(t) ≥ (≤)e−at, t ≤ F−1(p)
F̄(t) ≤ (≥)e−at, t ≥ F−1(p)

where a = − ln(1 − p)
F−1(p)

.

Proposition 1. Let X be a non-negative random variable with distribution function F. If X is
IFR(DFR), then

K(p) ≤ (≥)µ−1[pF−1(1 − p)(1 − (ln p)−1)]. (14)

Proof. By using (2), we obtain:

K(p) =
1
µ

∫ ∞

F−1(1−p)
t f (t)dt

=
1
µ
[pF−1(1 − p) +

∫ ∞

F−1(1−p)
F̄(t)dt]

≤ (≥)
1
µ
[pF−1(1 − p) +

∫ ∞

F−1(1−p)
e

t ln p
F−1(1 − p) dt]

= µ−1[pF−1(1 − p)(1 − (ln p)−1)].

This result is thus derived. ■
The following assertions are also noticeable:
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• The stop loss transformation

π(t) = E(X − t)+ =
∫ ∞

t
F̄(x)dx

= −tF̄(t) +
∫ ∞

t
x f (x)dx

= −tF̄(t) +
∫ ∞

F−1(F(t))
x f (x)dx

= −tF̄(t) + µK(F̄(t)),

where (X − t)+ means X ≥ t. On taking t = F−1(p) then

K(p) =
1
µ
(πX(F−1(p)) + pF−1(1 − p)).

• The total time on test transformation (TTT)

T(p) =
∫ F−1(p)

0
F̄(t)dt

= (1 − p)F−1(p) + µ − µK(1 − p),

leading to

K(p) =
1
µ
[pF−1(1 − p)− T(1 − p)] + 1.

• e(t) = E(X
t | X > t) ), representing the expected proportion of income up to t for incomes

greater than t, can be expressed in terms of LKC

e(t) =
1

tF̄(t)

∫ ∞

t
x f (x)dx

=
µK(F̄(t))

tF̄(t)
.

• The vertical diameter inequality index introduced in Eliazar [15] is given by

εVdiam = E(
X
µ

| X ≤ median)

=

∫ median
0

x
µ f (x)dx

F(median)

=
2
µ
[µ −

∫ ∞

median
x f (x)dx]

= 2[1 − K(
1
2
)].

In insurance and risk, the value at risk (VaR) for risk of X with distribution F is defined as
VaR(x; p) = F−1(p) = inf{x ∈ R | F(x) ≥ p}; p ∈ (0, 1). Some of the measures related to risks
based onVaR as mentioned in Belzunce et al. [7] arranged in table 1.

Example 1. Let X have a classical Pareto distribution (5) with Leimkuhler curve (6), F−1(x) =
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Table 1: Some risk measures

Name of measure formula LKC reliability function

Tail value at risk TVaR(X; p) =
1

1 − p
∫ 1

p F−1(u)du
µ

1 − p
K(1 − p) ν(F−1(p))

Conditional tail expectation CTE(X; p) = E(X | X > F−1(p))
µ

1 − p
K(1 − p) ν(F−1(p))

Conditional value at risk CVaR(X; p) = E(X − F−1(p) | X > F−1(p))
µ

1 − p
K(1 − p)− F−1(p) m(F−1(p))

Expected shortfall ES(X; p) = E(X − F−1(p))+1 µK(1 − p)− (1 − p)F−1(p) π(F−1(p))

Expected proportional shortfall EPS(X; p) = E[(
X − F−1(p)

F−1(p)
)+]

µK(1 − p)− (1 − p)F−1(p)
F−1(p)

π(F−1(p))
F−1(p)

1 (x)+ =

{
0 x < 0
x x ≥ 0

σ(1 − x)
−1
α and µ =

ασ

1 − α
, α > 1, based on Table 1 we have

TVaR(X; p) =
ασ

α − 1
(1 − p)

−1
α ,

CTE(X; p) =
ασ

α − 1
(1 − p)

−1
α ,

CVaR(X; p) = σ(1 − p)
−1
α ,

ES(X; p) = σ(1 − p)1− 1
α ,

EPS(X; p) = 1 − p.

4. Mean past life function and Leimkuhler curve

This section commences by delineating the connection between the Leimkuhler curve and the
mean residual life function through a theorem:

Theorem 1. (Balakrishnan et al. [3]) Let X be a random variable with cumulative distribution
function F , F̄(x) = 1 − F(x) = P(X > x), Leimkuhler curve K(p) and expectation µ. There
exists a relationship between the Leimkuhler curve and the MRL function expressed as follows:

m(t) =
µ

F̄(t)
K[F̄(t)]− t, t > 0. (15)

The MPL function and LKC can also be connected similarly to the theorem:

Theorem 2. Let X be a random variable with cumulative distribution function F, survival func-
tion F̄(x) = 1 − F(x), Leimkuhler curve K(p) and expectation µ. The relationship between the
Leimkuhler curve and the mean past life function is described as follows:

m∗(t) = t − µ

F(t)
[1 − K(F̄(t)], t > 0. (16)

Proof. Beginning with the definition of the MPL function as (8), we express:

m∗(t) = t − 1
F(t)

[µ −
∫ ∞

t
x f (x)dx]

= t − 1
F(t)

[µ − µK(F̄(t))]

= t − µ

F(t)
[1 − K(F̄(t))].

■
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5. Double Truncated Distributions and Leimkuhler Curve

Truncated data holds significant importance in statistical analysis, representing variables that
have been limited or constrained due to specific selection criteria. When observations falling
outside certain ranges or conditions are disregarded in analysis, truncated variables emerge.
Examples of this include distributions like doubly truncated exponential, normal, and Cauchy
distributions. A truncated variable undergoes restriction to a defined range or set of conditions,
leading to alterations in its probability density function (PDF) and cumulative distribution func-
tion (CDF) compared to the untruncated variable.

Let’s consider a random variable X with PDF f (x) and CDF F(x). We want to find the PDF
and CDF of the truncated variable

X(t1,t2)
= {X|t1 < X < t2}.

The PDF and CDF of the truncated variable can be expressed as:

f (x|t1, t2) =
f (x)

F(t2)− F(t1)
, x > 0, t1, t2 > 0. (17)

F(x|t1, t2) =


0 x < t1
F(x)− F(t1)

F(t2)− F(t1)
t1 ≤ x ≤ t2

1 x > t2.

(18)

The quantile and the survival function of X(t1,t2)
is

F−1(p|t1, t2) = F−1(pF(t2) + (1 − p)F(t1)),

F̄(x|t1, t2) =
F̄(x)− F̄(t2)

F̄(t1)− F̄(t2)
.

The LKC of X(t1,t2)
has the following form:

K(p|t1, t2) =
K[p(F(t2)− F(t1)) + F̄(t2)]− K(F̄(t2))

K(F̄(t1))− K(F̄(t2))
, 0 ≤ p ≤ 1.

The Gini index for the double truncation is given by:

2
∫ 1

0
K(p|t1, t2)dp − 1.

Truncation to the right is a special case of double truncation when t1 → 0. This is evident
from the following:

F−1(p|t2) = F−1(pF(t2)),

and its Leimkuhler curve is:

K(p|t2) =
K[pF(t2) + F̄(t2)]− K(F̄(t2))

1 − K(F̄(t2))
, 0 ≤ p ≤ 1.

When t2 → ∞ in the doubly truncated distribution, we have a left truncated distribution:

F−1(p|t1) = F−1(pF̄(t1) + F(t1)),

and is the Leimkuhler curve

K(p|t1) =
K(pF̄(t1))

K(F̄(t1))
, 0 ≤ p ≤ 1.
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Figure 2: The density function and Leimkuhler curve for Pareto (2, α)

The density function and the Leimkuhler curve of the Pareto distribution with various pa-
rameters (α = 2, 3, . . . , 7 ) are depicted in Figure 2. It is evident that the density function of
the Pareto distribution consistently decreases. Therefore, it proves advantageous in modeling
distributions of high or moderate productivity. Pareto Leimkuhler curves never intersect, for
Xi ∼ Pareto(σ, α), i = 1, 2

X1 ≤LKC X2 ⇐⇒ α1 ≤ α2.

Figure 3 illustrates the density function and Leimkuhler curves for the original Pareto dis-
tribution (O), left-truncated (L), right-truncated (R), and double-truncated (D) for Pareto (1, 3),
t1 = 3, t2 = 6. It’s noteworthy that the Leimkuhler curve of the left-truncated distribution
remains unaffected by the truncation point.
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Figure 3: Density function and Leimkuhler curve for the truncated and original Pareto distribution for Pareto (2,3),
t1 = 3, t2 = 6

The following theorem, an extended version by Balakrishnan et al. [3], pertains to the doubly
truncated case:

Theorem 3. Let X be a non-negative random variable with cumulative distribution function
F(x), survival function F̄(x) = 1 − F(x), Leimkuhler curve K(p) and expectation µ. Then, the
relations between the Leimkuhler curve and the mean residual (past) lifetime of a doubly trun-
cated random variable are given by:

m(t1, t2) =
µ(K[F̄(t1)]− K[F̄(t2)])

F̄(t1)− F̄(t2)
− t1, (19)
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m∗(t1, t2) = t2 −
µ(K[F̄(t1)]− K[F̄(t2)])

F̄(t1)− F̄(t2)
, (20)

ν(t1, t2) =
µ(K[F̄(t1)]− K[F̄(t2)])

F̄(t1)− F̄(t2)
, (21)

which holds for all 0 < t1 < t2.

Proof. Via (9)

m(t1, t2) = E(X − t1 | t1 < X < t2) =
∫ t2

t1

(x − t1) f (x)
F(t2)− F(t1)

dx

=
1

F(t2)− F(t1)
(
∫ ∞

t1

x f (x)dx −
∫ ∞

t2

x f (x)dx)− t1.

Taking t1 = F−1(1 − p1) and t2 = F−1(1 − p2) we can express

m(t1, t2) =
1

p1 − p2
[
∫ ∞

F−1(1−p1)
x f (x)dx −

∫ ∞
F−1(1−p2)

x f (x)dx]− F−1(1 − p1),

By changing variables to z1 = F−1(1 − p1) and z2 = F−1(1 − p2) ), we derive the relation in (19).
Similarly, utilizing (10) m∗(t1, t2) can be expressed as:

m∗(t1, t2) = E(t2 − X | t1 < X < t2) =
∫ t2

t1

(t2 − x) f (x)
F(t2)− F(t1)

dx

= t2 −
1

F(t2)− F(t1)
(
∫ ∞

t1

x f (x)dx −
∫ ∞

t2

x f (x)dx).

By performing a similar change of variables, we arrive at the relation in (20) Finally, using
relation (12) we establish the relationship in (21). ■

Theorem 22 is a special case of Theorem 3 when t2 → ∞. Additionally, when t1 = 0 in
Theorem 3, we obtain m∗(t) as presented in Theorem 2.

Example 2. Let X be random variable with classical Pareto distribution (5) and Leimkuhler curve
(6), the density function and cumulative distribution function for the right-truncated and doubly
truncated variable (with t1 = σ and t2 = t) are given by:

f (x | σ < X < t) =
ασx−(1+α)

1 −
( t

σ

)−α ,

F(x | σ ≤ X ≤ t) =
1 −

( x
σ

)−α

1 −
( t

σ

)−α , α > 0.

Now, if we assume σ = 1, t = β + 1, and α = 1, the cumulative distribution function of
the right-truncated and doubly truncated Pareto variable is the same as that of the Bradford
distribution (see Leimkuhler [22]):

f (x | 1 < X < 1 + β) =
1 + β

βx2 , 1 < x < 1 + β,

F(x | 1 < X < 1 + β) =
1 + β

β

(
1 − 1

x

)
.

The mean of the truncated Pareto random variable is equal to the survival function of this
variable:

µ =
1 + β

β
ln(1 + β).

Using equation (21), we have:

ν(1, (1 + β)) =
1

F(1 + β)− F(1)

∫ 1+β

1

1
x

dx =
1 + β

β
ln(1 + β) = µ.
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6. Geometric Vitality Functions and their Links with Leimkuhler

Curve

In recent years, special attention has been given to various forms of conditional distribution
functions. The function

ϕ(t1, t2) = E(h(x)|t1 < X < t2), (22)

is called the geometric vitality function. This function is similar to the survival function and
is used in the analysis of lifetime data. The goal is to establish the relationship between this
function and the Limkohler curve, which we derive in the following theorem. If {h(X)|t1 < X <
t2} is an increasing (decreasing) function, then
{h(X)|t1 < X < t2} = {Y|h−1(t1) < Y < h−1(t2)} ({Y|h−1(t2) < Y < h−1(t1)}).

Theorem 4. Assume that the random variable X has a distribution F, and the function {h(X)|t1 <
X < t2} is a continuous and increasing function with respect to X. Then

ϕ(t1, t2) =
µg(y)[K(F̄(t1))− K(F̄(t2))]

F(t2)− F(t1)

where µg(z) =
∫ h(b)

h(a) h(z) f (z)dz, z ∈ (a, b).

Proof. Assuming Y = h(X), the proof is as follows: Y = h(X) implies
G(y) = F(h−1(y)), and

ϕ(t1, t2) = E(h(X)|t1 < X < t2)

= E(Y|t1 < h−1(y) < t2)

= E(Y|h(t1) < Y < h(t2))

=

∫ h(t2)
h(t1)

yg(y)dy

G(h(t2))− G(h(t1))

=
µg(y)[K(Ḡ(h(t1)))− K(Ḡ(h(t2)))]

G(h(t2))− G(h(t1))

=
µg(y)[K(F̄(t1))− K(F̄(t2))]

F(t2)− F(t1)
.

■
Various special cases of Theorem 4 are noteworthy:

(i) When h is decreasing, then

ϕ(t1, t2) =
µ∗

g(y)[K(F̄(t2))− K(F̄(t1))]

F(t1)− F(t2)
, (23)

where µ∗
g(z) =

∫ h(a)
h(b) h(z) f (z)dz, z ∈ (a, b).

(ii) When h(x) = x − t1, it results in a doubly truncated residual life denoted as X(t1, t2) =
{X − t1|t1 < X < t2} as discussed in Sankaran and Sunoj [29], indicating its association
with the Leimkuhler curve. As t2 → ∞, , the connection between the Mean Residual Life
(MRL) function and Leimkuhler curve becomes evident.

(iii) The MPL function for doubly truncated variables, as outlined in Khorashadizadeh et al.
[18] and Ruiz and Navarro [26, 27] for h(x) = t2 − x in Theorem 4 , reveals a specific case
where t = 0 leads to the MPL function. This relationship becomes apparent when put into
relation (9) , demonstrating their connection to the Leimkuhler curve.

(iv) The doubly truncated geometric vitality is defined as

ϕ(t1, t2) = E(ln X|t1 < X < t2), (24)
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while a special case of Theorem 4, through h(x) = ln x is also the link with LKC specified.
When t2 → ∞, tends to infinity, it leads to (10) in Nair and Rajesh [24] illustrating the
relationship between geometric vitality and the Leimkuhler curve.

(v) When h(x) = − log
f (x)

F̄(t1)− F̄(t2)
, then Theorem 4 leads to doubly truncated dynamic

entropy, as discussed in Khorashadizadeh et al. [17].

7. Conclusions

This paper has demonstrated the versatility and significance of the Leimkuhler curve across
various domains, including information processing, economics, and reliability analysis. The
integration of reliability measures, such as the mean past life function, with the Leimkuhler
curve, adds depth to the analysis by connecting informetric data with engineering principles,
providing a novel approach to understanding data longevity and efficiency. The exploration
of doubly truncated distributions further expands the applicability of the Leimkuhler curve,
showing its relevance in contexts where data is naturally bounded or limited. Additionally, the
study of geometric vitality functions and their relationship with the Leimkuhler curve highlights
the broader implications of these mathematical tools, especially in areas related to resource
distribution and productivity analysis. By bridging concepts from different fields, this paper
underscores the Leimkuhler curve’s potential as a comprehensive tool for both theoretical and
applied research.
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