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Abstract 

The process of recognizing an underwater object and detecting potentially hazardous underwater 

object is very important in underwater operations. To facilitate the work of the side scan sonar 

operator, this paper proposes to increase the reliability of recognizing hydroacoustic images of 

potentially hazardous underwater objects in automatic mode. Based on the analysis of sonar images 

received from the side scan sonar, an image of an object is formed, which is then recognized (classified) 

as belonging to a certain class of objects. Five classes of recognized objects are defined. A convolutional 

neural network used to determine whether an underwater potentially dangerous object belongs to one 

of the classes is described. Filters for initial sonar images for acceleration of neural network operation 

are defined. Algorithms and software for forming an image of the object and making a decision on its 

belonging to one or another class are developed. It is shown that the use of convolutional neural 

network allows to determine the correct class of the object with an accuracy of 91%. 

Keywords: reliability, side scan sonar, potentially hazardous underwater object, 

neural networks, classification, classification features, information 

I. Introduction

The reliability of underwater object type detection from side scan sonar image processing is an 

important task for determining the hazard of a submerged object.  The usual method of recognizing 

objects on the basis of classification features and operator's work requires a long time and with a 

large number of detected objects has a low probability of correctly determining the type of object. 

On the bottom of the world ocean there are a large number of objects that may pose a potential 

danger to the population and the environment -potentially hazardous underwater objects (PHUO) 

[1]. Such objects primarily include: 

- sunken nuclear submarines and their structures with used nuclear fuel;

- sunken and sunken ships and vessels with ammunition on board;

- sunken containers and barrels with hazardous substances;

- ammunition (mines, shells, etc.).

The most difficult problem has been and remains the search for small-sized objects, as well

objects partially submerged in the ground and silt. These include bottom and near-bottom mines, 

emergency containers with toxic and radioactive substances, lost ammunition (bombs, torpedoes, 

warheads, etc.), qualified by hydroacoustic specialists as “small-sized objects”. The “black boxes” of 
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aircrafts that have crashed over the sea fall into the same category. 

In recent years, various neural network architectures have been actively implemented in the 

field of object recognition in side scan sonar images. The most common approaches include: 

convolutional neural networks (CNN). Converged networks are the basis for many computer 

vision tasks, including object recognition. They perform well in object identification and 

classification tasks due to their ability to extract spatial hierarchies of features [2]. 

YOLO (You Only Look Once). This neural network architecture enables real-time object 

detection. YOLO divides the image into a grid and predicts object boundaries and class membership 

probabilities for each cell [3]. 

SSD (Single Shot MultiBox Detector). Similar to YOLO, SSD is another architecture for real-time 

object detection. It utilizes a variety of sizes of predicted rectangles to better handle objects of 

different scales [4]. 

Faster R-CNN. This model combines the strengths of CNN and regression algorithms for 

detection. Faster R-CNN utilizes Region Proposed Networks (RPNs), which achieves high accuracy, 

albeit at a higher resource cost [5]. 

The universality of the approach proposed in the paper allows the developed system to be used 

for classification of any objects on the bottom of the water area. 

II Methods 

For detection of underwater potentially dangerous objects by hydroacoustic means, as a rule, 

side-scan sonars (SSS) with a range of up to hundreds of meters and designed for operation in 

shallow water conditions in coastal and shelf zones of seas are used. As a rule, they have relatively 

high operating frequencies and good range resolution. 

Side scan sonar provides a 3D image of the bottom relief with objects located on it. An example 

of an image with a submerged vessel is shown in figure 1. 

Figure 1: Submerged vessel on side scan sonar image 

The assessment of the SSS image is usually given visually by the sonar operator, who 

determines the class of the object. For a number of tasks with a large amount of information it is 

expedient to recognize images in automatic mode, however, despite the wide application of pattern 
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recognition methods in various fields, the issue with underwater potentially dangerous objects has 

not been solved. 

The problem of reliability of classification or recognition of PHUO is complicated by a variety 

of types and sizes of objects on the bottom, as well as their location relative to the line of motion of 

the ship-tugboat SSS, i.e. the same object at different distances from the ship-tugboat of SSS and at 

different angles of sighting can have a completely different image (picture) on the SSS screen [6]. It 

is especially noticeable on extended objects (boats, logs, explosive ordnance, etc.). Therefore, the task 

has to be solved in two stages. 

At the first stage, the method of selecting a single object from the data stream from the side-

scan sonar output is used, or in other words, the detection of “candidates” for PHUO and their initial 

selection by object size (“item” for PCOR should be at least 0.5 meters and not more than 100 meters 

in size). The image at the SSS output allows to do this, since the resolution of sensors (image pixel 

sizes) is currently not more than 0.2 meters. The results of the detection algorithm are transmitted to 

classification in the form of image fragments containing “items” for PHUO. We will call them strobes 

containing images of smaller volume than the original image from the SSS output. 

In the second stage, classification of objects in each strobe obtained in the algorithm for 

detecting “items” in PHUO is performed. 

Thus, we can term primary processing as object detection and strobe selection, and secondary 

processing as object classification in a strobe. 

The SSS output produces an image of the underwater situation to the right and left of the SSS 

tugboat line of motion, which is processed in the pre-processing block. At the output of the pre-

processing block two images are obtained (to the right and to the left of the line of motion of the 

ship-tugboat), in which linear distortions are eliminated and the overlapping part of the frame, 

which is under the ship-tugboat, is removed. Further the right and left parts of the frame are 

processed independently. 

All lines are processed according to the same algorithm in order to detect the boundaries of a 

potential object and its acoustic shadow in each line. For this purpose, the signal in the string is 

“passed” through a linear matched filter, and the filtered signal is compared with two thresholds: 

exceeding the upper threshold determines the left and right boundaries of the object in this string, 

and the value of the filtered signal less than the lower threshold determines the left and right 

boundaries of the acoustic shadow of the object in this string. 

After processing of all frame lines, “stitching” of potential object boundaries between the 

nearest lines is performed according to the “nearest neighbor” principle. The “stitching” of 

boundaries continues until there is no (will not be found) continuation of the potential object 

boundary in two neighboring lines. After that, the lower left and upper right boundaries of the 

potential object are calculated, and these parameters are used to calculate the strobe coordinates (for 

further selection of a strobe containing signals from the potential object from the frame, taking into 

account its potential boundaries in the frame). 

The selected strobe is then passed to the classification algorithm. 

Two approaches can be used to classify the selected underwater potentially hazardous object: 

- Measurement and selection of classification features with subsequent analysis and decision

making; 

- recognizing the image of an underwater potentially hazardous object as given classification

type, formed on the basis of accumulated previous data. 

In the first approach, the source of initial information is sonar, which, using spatial and 

temporal processing, generates a signal space belonging to all detected targets. A priori, it is not 

known which targets and at what distances are located in the processing space. From the output of 

the system of spatial and temporal processing all signals arrive in the block of measurement of 

classification features, in which the classification features are selected and converted into a useful 
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form for further analysis.  It is necessary to ensure measurement accuracy and resolution in time and 

space for this process. 

The results of this transformation give an n - dimensional vector, which is the code of the 

selected class. This code has a random character, because the signs are measured in conditions of 

interference and errors of the measurement system, caused by the error of its own motion, as well 

as the randomness of the appearance of a particular representative of a particular class of objects. 

From the output of the block of measurement of signs the code of the object comes to the block of 

decision making, which also receives the codes of standards of all classes. 

From output of the decision making unit provides quantitative indicators characterizing the 

proximity of the presented realization with the reference. The result of comparison is, as a rule, a 

posteriori probability or correlation coefficient. In the decision making block the object is compared 

according to the specified criterion and attributed to one of the standards. The database is designed 

to store the attributes of reference classes and the results obtained at various stages of recognition. 

The attributes of reference classes are put into it on the basis of initial a priori data. 

The system of classification attributes should be previously known and a spatio-temporal 

processing should be developed for it. 

It is possible to go another way: using the existing spatio-temporal processing, analyze the 

results obtained and on their basis formulate a set of classification features. In the first case, when 

the set of classification features is known, it is possible to form automatic decision making 

procedures. In the second case, the decision, as a rule, should be made by the operator on the basis 

of preliminary processing of initial information.  

It is the first case when a classification system, in which algorithms of automatic measurement 

of classification features and algorithms of automatic decision making were implemented, was 

developed in relation to a small-size environment illumination complex.    

The complex was installed on a specific stationary carrier and had the function of ensuring the 

safety of navigation. The classification system contained a set of classification features that were 

automatically measured when a target was detected. Based on the developed classification 

attributes, an automatic decision on the target class was formed for the generated full group of 

events. The operator made an independent decision based on the type of information displayed and 

the measured classification features.  

In this paper, the classification of potential hazardous underwater object images in software is 

proposed to be performed using convolutional neuron network algorithms.  

The method of neural networks is based on a simple mathematical model of brain functioning. 

Neural networks can be used to obtain both numerical and binary solutions. The method is 

computationally expensive, but the structure of the networks allows capturing (accounting for) 

complex relationships between predictors and values of the dependent variable. On the other hand, 

the network can be perceived as a “black box” because the identified relationships are not easy to 

understand and interpret. Thus, the neural network method is a good choice when accurate forecasts 

are required, but it is unsuccessful when solving descriptive analysis problems or when it is 

necessary to investigate the nature of relationships between variables. Forecasts obtained with the 

help of neural networks can be combined with other forecasts to obtain prognostic “ensembles” [7, 

8]. 

The schematic of an artificial neuron (as a mathematical reflection of a physical neuron in the 

human brain) can be visualized as shown below in figure 2. 

As with a biological neuron, an artificial neuron takes input values 𝑥1, 𝑥2, … , 𝑥𝑛, multiplies them 

with weights 𝑤1, 𝑤2, … , 𝑤𝑛, sums the resulting values (producing the “logit” of the neuron, (𝑧 =

∑ 𝑤𝑖𝑥𝑖
𝑛
𝑖 ) and passes them to a function f that calculates the neuron's output 𝑦 = 𝑓(𝑧). The value of y 

can then be passed to other neurons as input. 
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Figure 2: Scheme of a neuron in an artificial neural network 

In the human brain, neurons are organized into layers. An artificial neural network arises when 

we connect artificial neurons into layers and link the layers with outputs and inputs, with the first 

layer receiving as input the raw data of a problem and the last layer producing as output the solution 

to it (Figure 3). 

Figure 3: A simple example of a neural network with three layers 

The logit transformation functions of the neurons in each layer can be different: linear in the 

simplest case (𝑓(𝑧) = 𝑎𝑧 + 𝑏), sigmoidal, tangent, or boundedly linear (respectively, 𝑓(𝑧) =
1

1+𝑒−𝑧), 

𝑓(𝑧) = tanh(𝑧), and 𝑓(𝑧) = max (0; 𝑧) and others. The simplest example of a neural network is a 

network without hidden layers (there are only input and output layers), equivalent to linear 

regression. The prediction (solution to the problem) is obtained as a linear combination of inputs. 

The weights are chosen using a learning algorithm that minimizes a cost function (e.g., MSE - mean 

squared error). Of course, in such a simple case, there is no sense in a neural network at all, because 

using a linear regression method directly is much more efficient [9]. 

In our case, a more complex network will be used; the input of the lower layer of neurons will 

be image data (pixel intensity values) of underwater objects, and the outputs of the upper layer of 

neurons will give us probabilities of assigning objects in the images to different classes. The neural 

network converts image pixel values into a useful representation by extracting high-level image 

features (such as shapes and edges in the image) that describe complex concepts by combining a 

large number of small pieces of information [10, 11, 1]. 

In the task of image classification, it is convenient to obtain the probability distribution of 

assigning an object in the image to a particular class at the output of a neural network, so in this kind 

of tasks, a softmax function is used on the output layer of neurons. The radical difference of the 

function is that its calculation requires not only the logit value of a given neuron, but also the logit 

values of all other neurons in the layer (1): 

𝑦𝑖 =
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗

𝑗
 (1)
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In the case of a “good”, “strong” prediction, the output of one of the neurons will be 

significantly greater than the outputs of the others, in other words, ideally, the object should be 

assigned to a particular class with a fair amount of confidence. 

Initially, all connection weights in the network are initialized in some random way. During the 

training phase, images of objects whose classes are known (labeled) are loaded into the model. By 

comparing the network answers y with the known correct answers t one can obtain the error function 

E, in particular, in the form of a second-order norm (2): 

𝐸 =
1

2
∑ (𝑡(𝑖) − 𝑦(𝑖))

2
𝑖                (2)

When E is closer to zero, the more accurate the predictions of our model are, and if E=0, then 

our model performs predictions with perfect accuracy. 

The accuracy of the model during the training phase is improved by applying optimization 

techniques to the error function E. More precisely, we need to find the minimum value of E as a 

function of, among other things, the weights of the inputs to the last layer of neurons. Using gradient 

descent (or another optimization method), we can adjust the weights for the inputs of the last layer. 

On the other hand, the value of the error function depends not only on the weights of connections 

in the last layer of neurons, but also on the values of inputs to it. Those, in turn, depend on the 

weights on the layer before the last one, etc. By spreading the “responsibility” for the magnitude of 

the error to all layers, we can adjust all the weights in the network, thus training the model. This 

approach is called the “error back propagation method” [13, 14, 15]. 

A significant problem arises in image processing by classical neural networks. Because the input 

image is divided into pixels, it means that the number of inputs (and thus weights) to each neuron 

of the lower layer of the network will be:  

number of pixels in height * number of pixels in width * number of color components, e.g. 

200*200*3=120,000. 

This number of connections is not only redundant, consumes a large amount of memory and 

slows down the learning process, it is also likely to overtrain the network with respect to the training 

data. 

A convolutional neural network takes advantage of the knowledge that it is images that we are 

processing, which means that we can intelligently constrain the network architecture in a way that 

significantly reduces the number of incoming connections. 

The basis of a convolutional neural network is the use of filter layers and max pooling layers. 

The filtering layer processes a three-dimensional array of information (in our case, the 

dimensions of such an array are determined by the length and width of the image, as well as the 

number of color components in it) and outputs another three-dimensional array of information, with 

length and width determined by the parameters of the filters, and depth determined by the number 

of applied filters (figure. 4). 

Figure 4: Application of two filters that select horizontal and vertical lines 
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The unifying layer is responsible for reducing the size of the information array (and, as a 

consequence, the number of inputs to the next layer) by splitting the information array into equal-

sized fragments and condensing the values of individual elements in each fragment into a single 

value (figure 5) [13, 14]. 

Figure 5: An example of significant reduction of the number of neural network parameters by applying th When solving 

the problem of object classification in general terms, a neural algorithm is a computational procedure, the main part of 

which can be realized on a neural network. 

III. Results and discussion

The basis for the development of a neural algorithm for solving the problem is a systematic 

approach, in which the process of solving the problem is represented as the functioning in time of 

some dynamic system, whose input is a set D (initial data), and the output is a set R (objects to be 

defined and received their values). 

Solving the problem with the help of neural algorithm includes the following points: 

1) Obtaining a specific neural network structure corresponding to the applied algorithm.

2) Finding the values of weight coefficients, or selecting them from memory, if they were found

earlier. 

3) Generation of initial approximations of parameters, if it is necessary.

4) Transfer of all numerical values to the neural network and running it.

5) Functioning of the network according to the mode:

- over a single step or a fixed number of steps;

- for a variable number of steps, depending on the required accuracy and/or specific numerical

values of the parameters (in it, the process of tuning the input signal takes place). 

6) Obtaining the solution.

Points 1 and 2 may be performed once for subsequent repeated application of points 3, 4, 5 and

6.e unification.

In the case of applying the approach based on a neural network to the task of classification of 

images of underwater objects, the above means that at the stage of training in the neural network 

with the selected topology loaded pre-arranged data, that is, data directly images and pre-assigned 

to these images classes of objects, corrected network parameters, and then at the stage of work in the 

network loaded one by one already unarranged images, for make a decision on the assigned class at 

the output of the neural network. 

Modern image recognition and classification models may include millions of parameters. 

Training them from scratch requires large amounts of training marked data (millions of images) and 

considerable time (hundreds of hours of GPU work - graphics processing units on video cards used 

for parallel computations, including those associated with neural networks). 

Knowledge transfer is a technique that takes a part of a model already trained (trained) on a 

similar task and uses it in a new model for a different task. This approach does not provide the 
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accuracy that can be obtained by training a full model, but it shows itself to be surprisingly good on 

multiple tasks, also allowing thousands rather than millions of training images to be used, and 

models to be trained in half an hour or an hour rather than hundreds of hours. This approach applied 

in this paper [16, 17, 18, 19]. 

After training the network on a large database, 100 images with objects were 

selected/synthesized to test the accuracy of the recognition program. It was not previously 

encountered by the neural network, i.e. it was not used in its training. Selected test results are given 

in the table below. 

Table 1: Results of testing the underwater object classification program on side scan sonar images 

(Letter designations correspond to the following categories: A - ship/submarine, B - containers, C - barrels, D 

- ammunition, E - other)

Test 

number 

Image The probability of categorizing the object in the image, 

% 

A B C D E 

13 83,36 3,78 1,43 9,27 2,16 

14 94,57 1,26 1,53 1,22 1,41 

26 10,95 10,68 0,76 2,12 75,49 

According to the results of the final testing, the program showed the correctness of category 

determination for 100 new images at the level of 91%. 

The developed method can be used to improve the reliability of classification of potentially 

hazardous underwater objects, both directly at the side scan sonar output and during post-

processing of the accumulated records. 
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