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Abstract 

The paper aimed to propose a new Bayesian test method for establishing a non-inferiority measure 

between an active treatment (drug) and a new (cheaper) treatment using two independent binomial 

samples. A Bayesian test statistic was developed for testing non-inferiority between two 

independent binomial proportions. Conjugate Beta prior was assumed for the binomial proportions 

to elicit posterior from the same Beta family of distributions. The efficiency of this test method was 

established via power analysis and its ability to yield the nominal Type I error rate (alpha) in a 

detailed Monte-Carlo study. Results from this study showed that the proposed test method yielded 

higher powers and good estimates of the Type I error rate at the chosen sample sizes and varying 

non-inferiority margins (effect sizes). Thus, the new Bayesian test method is very efficient at 

detecting the significance of the non-inferiority margin between two independent binomial 

proportions when such is not negligible at all sample sizes. Further results showed that the size of 

the two population proportions being tested influences the power and the estimated nominal Type I 

error rate with an increase in power and a good estimate of Type I error rate achieved when both 

population proportions being tested are less than 0.5. It is therefore concluded that the new 

Bayesian test method can be employed whenever it is desirable to establish the existence of non-

inferiority or otherwise between a pair of (clinical) treatments (drugs). All the simulations and 

analyses were performed with the R statistical package. 

Keywords Non‐inferiority test, Test of proportion, Bayesian Inference, Conjugate 

prior, Power 
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1. Introduction

In pharmacological and drug discovery studies, the need for the development of new drugs to 

compete with some of the existing ones for a particular ill‐health condition is often desirable for 

many reasons. Clinicians and end‐users may prefer a new drug (or treatment) if significant 

advantages can be derived from its use such as having fewer side effects, being less toxic, being 

relatively cheaper, being relatively more convenient in its formulation and administration (e.g. 

tablets instead of infusion or infusion/drug instead of surgery) and so on (Yahya et al. [1]). 

Therefore, it is always a welcome development that improved, better, and (possibly) cheaper drugs 

or treatments are discovered and introduced for the treatment of various forms of ailments. 

In clinical trials, a new drug (or treatment) for a particular medical condition can only be 

accepted as being good if its performance is at least as good as an existing one (the active control). 

In other words, a new drug may be preferred if its performance is equivalent to or better than (not 

inferior to) the active control (Chen and Peace [2], Ng [3], Norleans [4]). This is the scenario that 

brought about the concept of non‐inferiority between two drugs or treatments in clinical trials.  

There are different methods for determining if a new drug (or treatment), often referred to as 

the test product, is as good as an existing one, most of which involve the use of statistical tools. 

Some of the procedures for determining if the performance of a new drug is not inferior to an 

existing one include superiority trials and non-inferiority trials (Lesaffre [5], Yahya and Jolayemi [6]).  

A superiority trial is used to prove that a new drug is better than an existing one, while a non‐

inferiority trial is used to show that the new drug is not (much) worse than the existing one 

(Kawasaki et al. [7]). Many clinical trials that compare a test product with an active comparator are 

designed as non-inferiority trials (Ng [3], EMA [8]). This is attributed to the fact that a placebo 

(controlled trial) is considered unethical or impractical (Temple [9]) among other reasons. In this 

study, our focus is much on non-inferiority trials based on nominal outcomes from two independent 

proportions, and a new test method to handle such a situation is proposed. 

The term ‘non-inferiority trial’ is commonly used to refer to a randomized clinical trial in which 

a new treatment is compared with a standard active treatment rather than a placebo or untreated 

control group (D’Agostino et al. [10], Pocock [11]). The non‐inferiority trial is a trial to show how 

an experimental treatment is statistically and clinically not inferior to the active control, see 

D’Agostino et al. [10]. In clinical trials, non‐inferiority tests are frequently used to demonstrate that 

the response for study drugs is not much worse than the response for reference drugs, see 

Kawasaki et al. [7], Kawasaki and Miyaoka [12]. 

1.1 Non‐Inferiority Tests 

A non-inferiority test is used to indicate whether the responses from new drugs are clinically 

not much worse than the response to active control. It is often conducted in clinical trials. Many 

clinical trials that compare a test product with an active comparator or control are designed as non‐

inferiority trials. A non‐inferiority trial is sometimes stated as being to demonstrate that the test 

product is not inferior to the active control. However, only a superiority trial can demonstrate this. 

A non‐inferiority trial aims to demonstrate that the test product is not worse than the active control 

by more than a pre‐specified threshold, often called the non-inferiority margin, Δ, see  Ng [3], EMA 

[8], D’Agostino et al. [10]. 

Non-inferiority studies are typically confirmatory trials that employ a randomized parallel‐

group design with an active control group. Some trials also include a placebo control group. The 

placebo is used to validate the study and to demonstrate the superiority of the test treatment to the 
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placebo (Garrett [13]). Non‐inferiority methods are frequently used in more serious, acute, and 

sometimes life‐threatening situations such as oncology and infectious diseases, see Garrett [13].  

Without loss of generality, a non‐inferiority test is used to indicate whether the responses 

from a new drug are clinically not much worse than the responses from the active control (an 

existing drug) as it is often conducted in clinical trials. Thus, a prior judgment is made that, for the 

new treatment to be of merit, it only needs to be as good as the active control regarding 

appropriate outcome measure(s) of response, see Pocock [11]. 

Non‐inferiority tests are examples of directional (one‐sided) tests. There are many forms of 

this test depending on the form of the response. The non-inferiority tests for two‐sample designs in 

which the outcome is a continuous normal random variable were carried out using the two‐sample 

t‐test procedure and the analysis of variance (ANOVA) k-sample F‐test procedure when there are 

more than two samples (Yahya and Jolayemi [6]). When the response or outcome is binary, the 

non‐inferiority test procedure, which is the main focus of this study, involves determining if the 

difference between two binomial proportions is beyond a specified non‐inferiority margin Δ. 

1.2 Non‐Inferiority Test Between Two Independent Proportions 

The responses from non‐inferiority studies can be binary, for example, cure or no cure, alive 

or dead, cancerous or non‐cancerous, and so on. When this is the case, the test product group and 

active control group are referred to as two independent binominal samples. The non‐inferiority 

tests for this case are carried out using the tests for the differences between two proportions. For 

instance, suppose that the current drug (treatment) for a given disease works 80% of the time. 

Suppose also that this treatment is either too expensive or occasionally exhibits serious side effects 

or that its administration is considered quite tedious (e.g. surgery) and a new promising treatment 

or drug has been developed to the point where it can be tested. One of the questions that must be 

answered is whether the new treatment is as good as the current treatment. In other words, do at 

least 80% of treated subjects respond positively to the new treatment?  

Due to the many benefits (being cheaper, having relatively fewer side effects, and being very 

easy to administer) of the new treatment, clinicians would be willing to adopt the new treatment 

even if it is slightly less effective than the current treatment by some small tolerable margin. In 

order words, it is of interest to determine how much less effective the new treatment can be 

relative to the existing one (the active control) for which the new treatment can still be confidently 

adopted. This is called the non-inferiority margin of the new drug compared to the existing one (Ng 

[3], Yahya and Jolayemi [12]). The non‐inferior margin represents how much worse the new 

treatment can be compared with the standard treatment, yet still, be considered ‘similar’ or ‘not 

worse’ than the standard treatment, Leung et al. [14]. In essence, there is a performance level of the 

new treatment as compared to the existing active control treatment below or above which is no 

longer considered ignorable. 

In the above example, suppose it was found that the performance rate of the new drug is 75% 

among the population of users and this was considered acceptable by the clinicians and other users 

due to its numerous attendant benefits over the existing treatment. This simply shows that the non-

inferiority margin of the new drug is 5%, i.e. Δ = 5% and the new treatment is thus, considered non‐

inferior to the existing treatment. Thus, the drug developers need to design an experiment to test 

the hypothesis that the response rate of the new drug (treatment) is at least 0.75. In other words, 

the test hypothesis problem here is to establish whether the non‐inferiority margin of 5% is 

exceeded by the new drug or not. 

Different test methods have been proposed for establishing non‐inferiority between a pair of 

two independent population proportions if such exists. Most of these methods were developed 

through the frequentist techniques while a few had appeared within the Bayesian framework. In 
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this work, a new Bayesian test method for testing the difference between two population 

proportions within the context of the non‐inferiority formulation is proposed. In the development 

of this new test method, the emphasis is more on the effect sizes rather than the p‐values of the 

statistical tests as opined by Leung et al. [14]. 

2. Methods

Let ��  be an independent Bernoulli random variable that indicates whether a clinician or 

patient prefers treatment/drug � with the associated probability of success ��, while � = 1 for the 

existing active treatment and � = 2 for the new treatment. Therefore, in a total of �� end‐users of 

treatment/drug �, the random variable ∑ ���
��

���
 that represents the number of end‐users that 

preferred treatment/drug � is distributed Binomial with parameters �� and ��. That is, 

∑ ���
��

���
~���(��,��). The sample estimate of ��  is obtained as ��� =

∑ ���
��
�� �

��
, � = 1,2. For simplicity, 

the terms ‘treatment’ and ‘drug’ shall be used interchangeably in the subsequent discussions to 

represent the existing or the new clinical treatment adopted or preferred by the end‐users.  

To establish the efficiency of the new drug relative to the existing drug within the context of 

non‐inferiority, the hypothesis of non‐inferiority between the two drugs in terms of their relative 

preferences by end‐users is constructed around the two independent population proportions 

��(for existing drug) and �� (for new drug), and the non‐inferiority margin ∆� as follows: 

��: �� ≥ �� + ∆�  against  ��: �� < �� + ∆�   (1) 

The inequality statement �� ≥ �� + ∆� in the null hypothesis �� simply indicates that the 

proportion (��) of users that preferred the new drug is only up to the proportion (��) of those that 

preferred the existing drug by a margin of the non‐inferiority parameter value ∆�.   

Therefore, if the null hypothesis �� is not rejected by the test, it simply shows that the new 

drug is not inferior to the existing drug an indication that the non‐inferiority margin ∆� is 

negligible. However, a rejection of the null hypothesis �� in favour of the alternative hypothesis �� 

is a strong indication that the new drug is superior (more preferred by users) to the existing drug. 

Hence, the non‐inferiority margin ∆�, which has contributed significantly to the rejection of �� is 

not negligible. 

Without loss of generality, the hypothesis set in (1) can be re‐expressed as follows (with the 

null hypothesis �� indicating no difference between the treatment and the active control groups): 

  ��: �� − �� = ∆�  against  ��: �� − �� < ∆�   (2) 

Some of the existing methods for testing the non‐inferiority hypothesis set in (2) include the z‐

test with a pooled variance given by  

  �� =
(���� ���)� ∆�

��
�

��
� 

�

��
����(�� ��� )

~�(0,1)   (3) 

where, ��� is computed as ��� =
∑ ���
��
��� � ∑ ���

��
���

��� ��
.

Another test statistic for hypothesis in (2) is the Wald statistic, Ward and Ahlquist [15] given by: 

 �� =
(���� ���)� ∆�

�
���(�� ���)

��
 � 

���(�� ���)

��

~�(0,1)    (4)
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It has been indicated in some studies that the performance of the Wald statistic suffers when 

the sample size is small, Di‐Caterina and Kosmidis [16]. However, Munzel and Hsuschke [17] have 

shown the framework of the non‐inferiority test for ordered categorical data. When the number of 

categories is two, it can be regarded as a problem of the difference between two proportions. 

Hence, the Wald test statistic is derived by extending the method proposed by Munzel and 

Hsuschke [17] to the non‐inferiority test for deriving the difference between two proportions. 

In this paper, an attempt is made to extend the Wald‐test procedures from a Bayesian 

perspective.   

2.1.  The Posterior Distribution of Bayesian Binomial Proportions 

The posterior distribution �(�|�)is defined as: 

�(�|�)=
�(�/�)×�(�)

∫ �(�/�)×�(�) ���

 (5) 

Given that �(�)= ��(1 − �)���,� = 0,1; then, the likelihood distribution function �(�/�)is 

defined by   

  �(�/�)= ∏ ���(1 − �)�����
���  

       →                                                    �(�/�)= �∑��(1 − �)��∑��       (6) 

Therefore, the Maximum Likelihood Estimator (MLE) of � is given by 

 MLE (�)= �� = 
∑��

�
     (7) 

Assuming a conjugate beta prior for the likelihood in order to ascertain the same class of the 

posterior, the prior distribution, �(�) is defined as; 

�(�)=
�����(���)����

�(��)×�(��)
Γ(�� + ��) , 0 < � < 1     (8) 

Therefore, the posterior distribution �(�|�) is determined using (5) as 

�(�|�)=
�∑��(1 − �)��∑�� ×

�����(1 − �)����

Γ(��)× Γ(��)
 Γ(�� + ��)

∫ �∑��(1 − �)��∑�� ×
�����(1 − �)����

Γ(��)× Γ(��)
 Γ(�� + ��) ��

�

�

�(�|�)=
�∑��(1 − �)��∑�� × �����(1 − �)����

∫ �∑��(1 − �)��∑�� × �����(1 − �)���� ��
�

�

 �(�|�)=
����∑����(���)�����∑����

∫ ����∑����(���)�����∑���� ��
�
�

 (9) 

Recall from the Beta function that, 

  ∫ ����∑����(1 − �)�����∑���� ��
�

�
=

�(���∑����)×�(�����∑����)

�(���������)
    (10)
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Therefore, the prior distribution in (10) becomes; 

    �(�|�)= ����∑����(1 − �)�����∑���� ×
�(���∑����)×�(�����∑����)

�(���������)
   (11) 

Thus, 

 �(�|�) ~ ����(�� + ∑ �� ,�� + � − ∑��); 0 < � < 1       (12) 

If we let � = �� + ∑��; � = �� + � − ∑�� in (11) and (12), the posterior mean, �(�|�) and 

posterior variance, ���(�|�) can be obtained as; 

  �(�|�)=
�

���
 (13) 

 ���(�|�)= 
��

(���)�(�����)
  (14) 

2.2   Prior Elicitation 

2.2.1   Choosing a Conjugate Prior by Matching Location and Scale Parameters 

Given that the ����(�,�) family of distributions is the conjugate family for ��������(�,�) 

distribution, the posterior will be a member of the same family, with the parameters updated by 

simple rules. Then, we can find the posterior without integration. Note that, the beta distribution 

can have many shapes. Therefore, the prior chosen should correspond to one’s belief. We suggest 

choosing a ����(��,��) that matches one’s prior belief about the mean (location) and standard 

deviation (scale).  

Let �� be the prior mean for the proportion and let ��
� be the prior variance for the proportion. 

But, we know that the mean of ����(�,�) distribution is 
�

���
. If this is set to equal to what the prior 

belief about the mean of the proportion is, we have; 

  �� =
��

�����
      (16) 

Also, the variance of the ����(�,�) distribution is 
��

(���)�(�����)
. This shall be set to equal to the

prior belief about the variance for the proportion to have:  

  ��
� =

����

(�����)
�(�������)

 (17) 

Note that �� =
��

�����
 from (16), this implies that 1 − �� =

��

�����
. Substituting these in (17) to 

have; 

��
� =

��(����)

�������
 (18) 

Solving equations (16) and (18) for �� and �� gives the ����(��,��) prior parameters. 

Proof: Given that �~����(�,�) then, 

�(�)=
�

���
;   ���(�)=

��

(���)�(�����)
(19)
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Solving for �� in terms of �� and �� from (16) gives 

�� =
����

����
    (20) 

Substituting (20) in (18) and solving for �� gives 

 ��
� =

��(1 − ��)

����
1 − ��

+ �� + 1

��
�    =

��(1 − ��)

���� + �� − ���� + 1 − ��
1 − ��

 

��
�    =

��(1 − ��)

�� + 1 − ��
1 − ��

 

��
�    = ��(1 − ��)×

1 − ��
�� + 1 − ��

��
�    =

��(1 − ��)
�

�� + 1 − ��
��
�(�� + 1 − ��)   = ��(1 − ��)

� 

����
� + ��

� − ��
��� = ��(1 − ��)

� 
����

� + ��
�(1 − ��)= ��(1 − ��)

� 

����
� = ��(1 − ��)

� − ��
�(1 − ��) 

�� =
��(1 − ��)

� − ��
�(1 − ��)

��
�  

�� =
(����)[��(����)���

�]

��
�  (21) 

Substituting �� in (21) into (20) to have 

�� =

(1 − ��)[��(1 − ��)− ��
�]

��
� ��

1 − ��

�� =
��(1 − ��)[��(1 − ��)− ��

�]

(1 − ��)��
�  

�� =
��[��(����)���

�]

��
�  (22) 

Therefore, the posterior mean, �� and posterior variance, ���
� are determined as follows. We recall 

from (13) and (14) that  

�(�|�)=
�

� + �
= ��  

and 

�(�|�)= 
��

(� + �)�(� + � + 1)

respectively. 

→  �(�|�)=
�

� + �
×

�

� + �
×

1

� + � + 1
= ���

� 

Also, recall that � = �� + ∑��; � = �� + � − ∑��  then, by proper substitution, we have that 
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�� =
�� + ∑ ��

�� + ∑ �� + �� + � − ∑��

 → �� =
�� + ∑ ��
�� + �� + �

   (23) 

���
� =

�� + ∑��
�� + ∑�� + �� + � − ∑��

×
�� + � − ∑��

�� + ∑�� + �� + � − ∑��
×

1

�� + ∑�� + �� + � − ∑�� + 1

 → ���
� =

�� + ∑ ��
�� + �� + �

×
�� + � − ∑��
�� + �� + �

×
1

�� + �� + � + 1
   (24) 

By substituting (21) and (22) in (23) for �� and �� the Bayesian posterior mean of binomial 

proportion � is determined as follows; 

�� =

��[��(1 − ��)− ��
�]

��
� + ∑��

��[��(1 − ��)− ��
�]

��
� +

(1 − ��)[��(1 − ��)− ��
�]

��
� + �

�� =
��[��(1 − ��)− ��

�] + ��
� ∑��

��[��(1 − ��)− ��
�] + ��(1 − ��)

� − ��
�(1 − ��)+ ��

��

�� =
��[��(1 − ��)− ��

�] + ��
� ∑��

[��(1 − ��)− ��
�][�� + (1 − ��)] + ��

��

→    �� =
��[��(1 − ��)− ��

�] + ��
� ∑ ��

��(1 − ��)+ ��
�(� − 1)

           (25) 

Also, the Bayesian posterior variance ���
� of binomial proportion � is derived by substituting (21) 

and (22) in (24) as  

���
� =

��(1 − ��)��
�

[��(1 − ��)− ��
�] + ��

�� + ��
�

→    ���
� =

��(1 − ��)��
�

��(1 − ��)+ ���
�    (26) 

where �� = 
∑��

�
 as given in (7). 

2.3   Proposed Bayesian Non‐inferiority Test of Two Independent Binomial 

population proportions 

Following the above Bayesian estimates of mean and variance of a binomial proportion, the 

proposed Bayesian non‐inferiority test statistic for testing the hypothesis set  

��: �� − �� = ∆�  against  ��: �� − �� < ∆� 

as earlier stated in (2) is; 

   �� =
��� − ��� − ∆�

�����
� + ����

�

~�(0,1)    (27) 

where 

   ��� =
���[���(1 − ���)− ���

� ] + ���
� ∑���

���(1 − ���)+ ���
� (�� − 1)

   (28) 

   ��� =
���[���(1 − ���)− ���

� ] + ���
� ∑ ���

���(1 − ���)+ ���
� (�� − 1)

(29)
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 �����
� =

���(1 − ���)× ���
�

���(1 − ���)+ ���
� ��

    (30) 

 �����
� =

���(1 − ���)× ���
�

���(1 − ���)+ ���
� ��

   (31) 

and ��� =
�

��
∑ ���
��
���

,� = 1,2. 

2.4  Decision Rule 

The decision rule for the test function is to reject �� if ��� < −���� where ���� is the quantile of the 

standard normal distribution at Type I error rate �. 

If the null hypothesis �� is not rejected by the test function (27), it simply shows that the new 

drug is not inferior to the existing drug an indication that the non‐inferiority margin ∆� is 

negligible. However, a rejection of the null hypothesis �� in favour of the alternative hypothesis �� 

by the test is a strong indication that the new drug is superior (more preferred by users) to the 

existing drug. Hence, the non‐inferiority margin ∆�, which has contributed significantly to the 

rejection of �� is not negligible. 

2.5  The Power and Type I Error Rate (�) of the Proposed Bayesian Non‐    

inferiority Test 

In computing the power and nominal Type I error rate of the proposed Bayesian Non‐inferiority 

test method, we consider the hypothesis of the non‐inferiority test stated in (2), its test statistic as 

well as its decision rule.  The hypothesis set to test is 

��: �� − �� = ∆�  against  ��: �� − �� < ∆�  

with the proposed test statistic for the above test according to (27) is of the form 

 �� =
∆���∆�

��(∆��)
~�(0,1)   (32) 

where ∆��= ��� − ��� and ��(∆��) is the standard error of ∆��. The decision rule for the test function as 

earlier stated is to reject �� if ��� < −���� where ���� is the quantile of the standard normal 

distribution at Type I error rate �. Note that, ���∆��� = �����
� + ����

� . 

2.5.1  Power Computation 

The power of the statistical test of size � for testing the null hypothesis �� against the alternative 

set �� is the probability that the test rejects �� when �� is true. That is; 

 Power= �[���� �������� ������� ��|�� �� ����] 

Therefore, given the above decision rule for testing the hypothesis (2) above at some specified 

Type I error rate �, the power of the test is defined by 

Power = �[���� < −����|�� �� ����] 
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→ Power = � �
∆���∆�

��(∆��)
< −����|�� − �� < ∆��    (33) 

Suppose ∆� is the true difference between the two proportions �� and �� for the alternative 

hypothesis �� to be true, hence, the test hypothesis (2) can be re‐expressed as  

         ��: �� − �� = ∆�  against  ��: �� − �� = ∆�, with ∆�< ∆�. 

The expression for power of the test in (33) then becomes;  

 Power = � �
∆���∆�

��(∆��)
< −����|∆��  (34) 

Thus, we have; 

Power = � �
∆���∆�

��(∆��)
< − �����

Power = � �
∆��

��(∆��)
< − ���� +

∆�

��(∆��)
� 

→ Power = � �� < −���� +
∆�

��(∆��)
� 

∴    Power = Φ �−���� +
∆�

��(∆��)
�  (35) 

where Φ is the cumulative distribution function of the normal density and ��(∆��) is the standard 

error of ∆��= ��� − ���. From (30) and (31), ��(∆��) is computed by  

���∆��� = �
���(1 − ���)× ���

�

���(1 − ���)+ ���
� ��

+
���(1 − ���)× ���

�

���(1 − ���)+ ���
� ��

Therefore, the power of the proposed Bayesian non‐inferiority test is given by (35). 

2.5.2  Nominal Type I Error Rate Computation 

The Type I error rate of a statistical test � is the probability that the test function rejects the null 

hypothesis �� when �� is actually true. Let the actual size alpha level of the test be denoted by ��. 

This can be computed by; 

 �� = � �
∆���∆�

��(∆��)
< −����|∆��  (36) 

where ∆� is the null difference. Thus, we have that; 

�� = � �
∆�� − ∆�

��(∆��)
< −�����

�� = � �
∆��

��(∆��)
< −���� +

∆�

��(∆��)
� 

→ �� = � �� < −���� +  
∆�

��(∆��)
� 

∴ ��  = Φ �−���� +  
∆�

��(∆��)
�  (37) 

Thus, the power function and the estimator of the significance level � for the proposed Bayesian 

test statistic considered in this paper are presented in Table 1. 
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Table 1: The Power function (ZB-Power) and estimator of the Nominal Type I error rate � (ZB-Alpha (�))of the 

proposed Bayesian test for two independent Binomial Proportions. 

Description Estimator 

ZB‐Alpha (�) Φ�−����+∆� ÷ �
���(1 − ���)× ���

�

���(1 − ���)+ ���
� n�

+
���(1 − ���)× ���

�

���(1 − ���)+ ���
� n�

� 

ZB‐Power Φ�−����+∆� ÷ �
���(1 − ���)× ���

�

���(1 − ���)+ ���
� n�

+
���(1 − ���)× ���

�

���(1 − ���)+ ���
� n�

� 

3. Simulation Study

3.1 Simulation Scheme 

The data utilized for this work were simulated using the R statistical package (R Core Team 

[18]). Two independent binomial random variables �� and �� were generated at different sample 

sizes � = 20,40,   .  .  . ,200 using varying probabilities of success �� and �� with varying effect size 

∆� where ��  = �� + ∆�. The Power (%) and the nominal size � (%) values of the proposed test 

statistic were computed using 10,000 iterations of the basic experiment. The implementation of the 

Bayesian methodology is in two phases:  

1. Obtaining the Bayesian estimate of ��� and ��� by updating the data using conjugate

beta‐prior.

2. Estimating the corresponding Power (%) and the nominal size � (%) values of the

proposed Bayesian test statistic.

Recall that the non‐inferiority hypothesis test is given as ��:  �� − �� = ∆�   vs. ��:   �� − �� < ∆�. 

The section that follows presents the results for different values of �� and �� at various 

sample sizes. 

4. Results

The results of the proposed non‐inferiority test between two binomial proportions are 

presented in phases based on the different parameters combinations as provided under the 

simulation scheme.   

Table 2 presents the estimated power of the proposed Bayesian test first at the effect size 

∆�= 0.05 but under two different sizes of proportion pairs (�� = 0.2,�� = 0.25 ) and (�� = 0.6,

�� = 0.65) with the associated Bayesian test statistics ZB1 and ZB2 respectively at varying sample 

sizes. Table 2 equally presents the results of the estimated powers of the proposed test at the effect 

size ∆�= 0.1 and under two different sizes of proportion pairs (�� = 0.2,�� = 0.3 ) and (�� = 0.6,

�� = 0.7 ) with the associated Bayesian test statistics ZB3 and ZB4 respectively also at varying 

sample sizes. Expectedly, it can be observed that the power of the proposed Bayesian test method 

increases as the sample size increases. 
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Table 2: The Power (in %) of the proposed Binomial Non-inferiority Test (ZB) at various sample sizes (n), with the 
following test parameters; �� = 0.2,�� = 0.25, effect size ∆�= 0.05 for test ZB1; �� = 0.6,�� = 0.65 effect size 

∆�= 0.05 for test ZB2; �� = 0.2,�� = 0.3, effect size ∆�= 0.1 for test ZB3; �� = 0.6,�� = 0.7 effect size ∆�= 0.1 for  
test ZB4. 

Power of Bayesian Non‐Inferiority Tests 

Sample 

Size (n) 

Effect Size ∆�= 0.05 Effect Size ∆�= 0.1 

��� 

(��,��)= (0.2,0.25) 

��� 

(��,��)= (0.6,0.65) 

��� 

(��,��)= (0.2,0.3) 

��� 

(��,��)= (0.6,0.7) 

20 21.91 16.35 70.42 65.69 

40 34.92 28.16 85.01 79.77 

60 44.29 37.23 91.78 89.25 

80 50.86 43.48 96.16 93.90 

100 56.80 49.50 97.96 96.51 

120 64.02 55.29 99.03 98.17 

140 68.96 59.67 99.62 98.92 

160 73.81 65.24 99.77 99.28 

180 78.11 69.20 99.88 99.67 

200 81.25 71.57 99.96 99.86 

 

It can also be observed from the results in Table 2 that, the power of the test increases 

remarkably as the effect size ∆� increases. All these results are presented in the line graphs in Fig 1 

(left) in which the powers of the test were plotted against the various sample sizes under the two 

effect sizes chosen. 

Figure 1: The graphs of the estimated Powers (left) and nominal Type I error rate � (right) of the proposed Bayesian 
Non-inferiority test for two Independent Population Proportions at different sample sizes and varying effect sizes. 

Regarding the ability of the proposed test at returning the 5% nominal Type I error rate � set 

for it, it can be observed from Table 3 that the test returns nominal alpha values that are quite close 

to the 5% alpha level set for it at all the effect sizes most especially at higher sample sizes. 

However, the test under‐estimated this nominal 5% � level of the test as all the estimated nominal 

values are below the 5% line as shown in Fig. 1 (right).    
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Table 3: The estimated nominal Type I error rate � (in %) of the Proposed Binomial Non-inferiority Test (ZB) at 

various sample sizes (n), with the following test parameters; �� = 0.2,�� = 0.25, effect size ∆�= 0.05 for test ZB1; 

�� = 0.6,�� = 0.65 effect size ∆�= 0.05 for test ZB2; �� = 0.2,�� = 0.3, effect size ∆�= 0.1 for test ZB3; �� = 0.6,

�� = 0.7 effect size ∆�= 0.1 for test ZB4. 

Estimated  Nominal Type I Error Rate � (in %) of Bayesian Non-Inferiority Tests 

Sample 
Size (n) 

Effect Size ∆�= 0.05 Effect Size ∆�= 0.1 

��� 
(��,��)= (0.2,0.25) 

��� 
(��,��)= (0.6,0.65) 

��� 
(��,��)= (0.2,0.3) 

��� 
(��,��)= (0.6,0.7) 

20 1.91 0.71 2.17 0.83 
40 3.33 1.98 3.63 1.54 
60 3.28 2.77 3.47 2.65 
80 4.17 3.63 4.23 3.46 
100 4.00 3.90 4.06 3.66 
120 3.95 3.99 4.53 3.53 
140 4.54 4.11 4.75 3.78 
160 4.58 4.24 4.82 3.79 
180 4.47 3.94 4.68 3.68 
200 4.36 3.79 4.73 3.69 

5. Discussion of Results

In this paper, the Bayesian test statistic for testing the difference of two binomial proportions 

under the non‐inferiority condition was presented. The estimators of the power and significance 

level for the proposed Bayesian test were summarized in Table 1. Table 2 presents the empirical 

percentage power of the proposed test at varying sample sizes under the four scenarios considered 

while Table 3 presents the nominal Type I error rate of the test at various sample sizes under 

different effect sizes.  

The Bayesian test statistic of non‐inferiority ZB1 examines a test condition with a low effect 

size (∆�= 0.05) and relatively small sizes of the proportion pair (�� = 0.2,�� = 0.25 ). Under this 

scenario, the proposed Bayesian test method requires an average sample size of about 150 

observations to achieve an approximate 70% power as can be observed in Table 2 and Fig 1 (left).  

Unlike the test statistic ZB1, the Bayesian test statistic ZB2 examines a test condition with a low 

effect size (∆�= 0.05) but relatively large sizes of the proportion pair (�� = 0.6,�� = 0.65 ) in the 

hypothesis set to be tested. Here, the Bayesian test ZB2 requires more sample units in the 

neighborhood of 180 samples before it could achieve about 70% power. It can therefore be 

concluded that the size of the binomial proportion pair (��,��) influences the size of the power of 

the test. Thus, the smaller the sizes of the two population proportions ��  and �� being tested, the 

higher the power of the test. 

The Bayesian test statistic ZB3 unlike ZB1, examines a test condition with a relatively large 

effect size (∆�= 0.1) and smaller sizes of the proportion pair (�� = 0.2,�� = 0.3). Here, the 

proposed Bayesian test method achieved a reasonable power of about 70% even at a very small 

sample size as low as 20 samples as can be observed from the results in Table 1 and clearly shown 

by the power plot in Fig 1 (left). 

Finally, the Bayesian test statistic ZB4 in Table 2 tested a pair of relatively large binomial 

proportions (�� = 0.6,�� = 0.7) with the same effect size (∆�= 0.1) as used in ZB3 test. Given these 

parameters settings, the Bayesian test ZB4 requires more samples to attain the same feat of about 
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70% power achieved by ZB3 at a relatively smaller sample size simply due to an increase in the 

sizes of the two proportions �� and ��. In all cases considered, the power of the proposed Bayesian 

test increases as the sample size increases. 

To further examine the goodness of the proposed test method, its ability to retain its size � of 

5% set for it was evaluated. Table 3 presents the empirical percentage significance levels � 

returned by the test at varying sample sizes under the four parameters combinations considered. It 

could be observed from Table 3 that the empirical percentage significance levels � provided by the 

test are closer to the 5% nominal level set for it, especially at sample sizes 100 and above. Finally, 

all these results in Table 3 showed that the ability of the proposed Bayesian test method to commit 

the Type I error is lower than the 5% nominal level set for it. At all the sample sizes considered, the 

test under‐estimates the 5% nominal level set for it. 

6. Conclusion

In this work, an efficient Bayesian test method for testing non‐inferiority between two 

independent binomial proportions is proposed. The goodness of the proposed test method was 

assessed based on the power and the empirical Type I error rates provided by the test across the 

various sample sizes considered. Results in Table 2 clearly showed that the proposed test is quite 

efficient at detecting the significance of the non‐inferiority parameter value when such is not 

negligible in all sample sizes. 

Without loss of generality, the various results from power analysis and analysis of nominal 

Type I error rates reported by the test are a clear indication that the proposed Bayesian test method 

is quite efficient and good for testing and establishing non‐inferiority between two binomial 

population proportions. Besides the high power reported by the proposed test, the empirical levels 

of significance �� estimated by the test method that was closer to the 5% nominal level set for the 

test in all the cases considered also confirmed the goodness of the proposed Bayesian test method. 

It is therefore recommended that the proposed Bayesian test method be employed whenever it is 

desirable to establish the existence of non‐inferiority or otherwise between a pair of treatments in 

which the preference of users is of the essence.  
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