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Abstract

In this paper, we study a discrete time shock model which is defined based on the length of the time
between successive shocks. For a system that is exposed to a sequence of random shocks over time
under this model, if the interarrival time between two successive shocks is equal to a prefixed critical
time point such as 6, the system fails, and the system is not damaged otherwise. We have considered
two situations for the system, which are regular situation and critical situation, then we investigate
the statistical behavior of the systemSs lifetime under these situations. More precisely, we obtain the
probability generating function of the system’s lifetime, the mean time to failure, the variance of the
system’s lifetime, the Laplace transform of the system’s lifetime, and some other related results. We end
the paper with an example including numerical comparisons of the results.
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1. INTRODUCTION

Studying systems in various sciences is very important in maintaining, improving and reducing
their errors. Shock models are useful models for studying the systems which are subject to
random shocks at random times. Since the probabilistic behavior of a system under the influence
of factors such as shocks is important to prevent system failure, therefore, shock models have
attracted a great deal of interest in applied probability, reliability theory, and engineering. There
are three basic types of shock models in the literature, which are cumulative shock models,
extreme shock models, and run shock models. In a cumulative shock model, a system break
down because of a cumulative effect; in an extreme shock model, a system break down because
of one single large shock; in a run shock model, the range of a certain number of consecutive
shocks is considered a failure criterion. For more on these, see, e.g., [0], [8], [I8], and [23].
Moreover, models that can be produced by combining these traditional models can be found in
[9].

In addition to the above traditional shock models, there are other shock models that have
been introduced and developed in recent years. The so-called d-shock model is among these
new models that have received more attention. According to the J-shock model, the system
fails when the interarrival time between two successive shocks (intershock time) falls below a

95


farhadian.reza@yahoo.com
h.jafari@razi.ac.ir

Reza Farhadian, Habib Jafari RT&A, No 3 (79)
ON A DISCRETE TIME SHOCK MODEL IN CRITICAL SITUATION Volume 19, September 2024

prefixed threshold & > 0. Therefore, the lifetime of the system is defined by T = Y | X;, where
X1, X3, ... represent the intershock times, and the random variable N is the wating time for the
first intershock time which is less than ¢, i.e., {N = n}iff {X; > 4,...,X,_1 > 6, X, < J}. The
d-shock model was first introduced by Li et al. in [I3], after which it was widely studied by
many scientists and researchers, for example, [I[4], [27], [15], [16], and [?6]. Some extensions and
generalizations were provided for the J-shock model, see, e.g., [B], [19], and [?0]. Moreover, a
mixed shock model is defined by Wang and Zhang in [26] in which the system fails when an
extreme shock occurs or a d-shock. Ma and Li [[Z] have introduced and studied a censored 6-
shock model. Eryilmaz [@] studied the lifetime behavior of a discrete time J-shock model. Tuncel
and Eryilmaz [24] investigate the survival function and the mean lifetime of the system failure
considering the proportional hazard rate model. Goyal et al. [6] studied a general class of shock
models with dependent intershock times.

In this paper, we aim to study a new discrete time shock model, which can be reduced to the
classical d-shock model in a special case. In general, in the new model, we do not have a critical
threshold as was the case for J-shock models, however, we have a critical time point so that if
the intershock time is equal to the critical time point, then the system fails. To our knowledge,
there is no such a shock model as this in the literature. Furthermore, we investigate the system
under the assumption that the intershock times X, X5, ... are inflated at a particular point of
time. This means that the frequency of some points of the times between successive shocks may
occur more than expected in regular models. We will study the lifetime of the system under the
new model and new assumptions. To this end, we obtain the probability generating function of
the system’s lifetime, the mean time to failure of the system, the variance of the system’s lifetime,
the Laplace transform of the system’s lifetime, and some other related results. Furthermore, we
provide an illustrative example for the new model.

The paper organized as follows. Section 2 introduces the model and assumptions. The statis-
tical properties of the intershock times under the inflation property are investigate in Section 3.
The life properties of the system under the new model are derived in Section 4. The paper ends
with an example in Section 5.

2. MoDEL DESCRIPTION

2.1. Regular Situation

We consider a system that is subject to a sequence of external shocks occur randomly over
time. Let X; denote the time between ith and (i + 1)th shocks for i = 1,2,.... We assume
that the intershock times Xj, X», ... take positive integer values and are independent identically
distributed (i.i.d.) by an arbitrary discrete distribution with probability mass function (pmf)
P(X = x) (with P(X = 0) = 0). The performance of the system is such that when the intershock
time is not equal to a prefixed positive integer ¢ (i.e. X, # 0), the system does not fail, and
if X, = 6, the system fails. Under these assumptions the lifetime of the system is defined as
follows:

N
Ts = Z Xi, (1)
i=1
where the stopping random variable N is defined as
{N=n} & {X1#6X2#9,..., Xy 1#6Xy,=20}. (2
Hence, the pmf of N is obtained as follows:
P(N=n)=(1-P(X; =8)""'P(Xy =6), n=12...,

that is, the random variable N has the geometric distribution with mean m.
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Figure 1: Visual understanding of the system under the model.

Note that in the case where § = min{X; : i =1,2,... } we have
(N=n} = {Xi#6Xs#0,...,Xy_1 # 06, X, =6}

(X1 >86,X,>6,..., X1 > 6,X, =6},
= {X1>6,X2>6,...,Xy-1>6,Xn <6},

thus, the model reduces to the classical §-shock model.
Note also that when the intershock times X;’s follow a regular distribution, we say that the
system is in a regular situation.

2.2. Critical Situation

We are interested in studying the condistions in which the system is in a critical situation. Since
the system fails whenever the intershock time equals the critical time point J, so one of the
conditions that makes the system to go from a regular situation to a critical situation is that
the intershock times have an overdispersion at the point J. This means that the frequency of
intershock times at point 6 may occur more than expected in a regular model. In this case, the
intershock times X;’s follow an inflated distribution (with inflation point §), and we denote the
lifetime of the system by T;'.

3. PROPERTIES OF INTERSHOCK TIMES UNDER INFLATION

According to the descriptions in Section 2, the intershock time X takes positive integer values
with a pmf P(X = x). Based on the assumptions, the distribution of intershock times X is either
regular (not inflated) or inflated. Thus, as useful notations, henceforth, instead of P(X = x) we
will use Preg(X = x) and Py (X = x), respectively, if X is distributed by a regular distribution or
if X is distributed by an inflated distribution.

In the context of inflated distributions, a discrete random variable X with support X is said
to be inflated at a particular point k (k € X), if its pmf is given by

a+(1—a)Peg(X=x) ifx=k
Po(X =x) = )
(1 — &) Preg (X = x) if x € X — {k},

where « € [0,1] is an inflation parameter.
For example, if Xq, Xy, ... are ii.d. 3-inflated geometric distribution, we have P (X = x) =
p(1—p)*tforx=1,2,...,and 0 < p < 1, thus

a+ (1—a)p(l—p)? ifx=3,
(1—-a)p(l—p)* ' ifxe{1,2,4,56,...}.

Py (X =x) Z{

For some references on inflated distributions, see, for example, [5], [I0], [IZ], and [21].
In following, we investigate some distributional properties of a general k-inflated distribution.
First, the main property of an inflated distribution is proved in the following theorem.
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Theorem 1. Let the intershock time X follows the k-inflated distribution in (8). Then P, (X =
k) > Prg(X = k).

Proof. We have 0 < Py¢(X = x) < 1 for any x in its support. On the other hand, for = 0
we have P (X = k) = Ppe(X = k), and for « = 1, P, (X = k) is degenerated pmf. Now, let
us consider a € (0,1). Therefore multiplying both sides of Pr¢(X = k) < 1 by a and adding
—aPreg (X = k) to both sides gives

& — aPreg (X =k) > 0.
Finally, adding both sides by Pr.e(X = k), we get & + (1 — &) Preg (X = k) > Preg(X = k), that is,
P (X = k) > Pyrg(X = k). This completes the proof. [ |

Therefore, by Theorem [, in a k-inflated distribution the probability of occurrence of k is

higher than in a distribution with regular pmf P (X = x).

In the next theorem, we obtain the cumulative distribution function (cdf) of a k-inflated
random variable distributed by (B).

Theorem 2. Let the intershock time X follows the k-inflated distribution in (B). If the cdf of X in
regular mode is denoted by Fy(x), then the cdf of X in inflated mode is given by
(1 —a)Freg(x) if x <k,
Fy(x) =
w4 (1 —a)Freg(x) if x >k

Proof. Using (B), we have for x < k,

Fix) = Zé PAX =)= (1-a) Z(JJ Prog(X = ) = (1~ &) g (%),
= =

and if x > k, we have

F+<x>=ép+<x:j> - (((1—a>ipmg<x=j>)—<1—a>ng<X:k>>
L

This completes the proof. |

Theorem 3. Let the intershock time X follows the k-inflated distribution in (B). If the reliability
function of X in regular mode is denoted by Fye¢(x), then the reliability function of X in inflated
mode is given by

w4 (1 —a)Feg(x) ifx <k,
Fi(x) =

(1 — &) Freg(x) if x > k.

Proof. By using the definition of reliability function (Fy (x) = P1 (X > x)) and using Theorem

B the proof is straightforward. |

In the following theorem, we obtain the moments related to interarrival times between suc-
cessive shocks under k-inflated distribution in (B).

Theorem 4. Let E,.o[X"] be the rth moment of the intershock time X in its regular mode. The
rth moment of the k-inflated version of X distributed by (B) is

Ef[ X' =ak +(1- oc)Ergg[X’].
In particular, for r = 1 and r = 2, we have
E([X] = ak+(1—a)E(X], 4)
EL[X?] = ak®+ (1— a)Eng[X?). (5)
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Proof. We have

ELX) =Y P (X=x) = (((1 ) Y Prag(X = x>) — (1= @)K Prg (X = k>)

+ K (a4 (1 —a)Preg(X =k))
=k 4 (1 — ) Ereg[X7].
The theorem is proved. u

Corollary 1. The variance of a k-inflated intershock time X distributed by (B) is given by

Var, (X) = Vareg(X) + o (ZkE,eg[X] — B2 [X] - kz)
+ o (ZEfeg [X] — Ereg[X?] — 2KkEreg[X] + kz) )

where Vary.q(X) is the variance of X in its regular mode.

Proof. Use Equations (@) and () and the definition of variance. This completes the proof. W
In following, we calculate the probability generating function (pgf) of the inflated distribution
in (B).

Theorem 5. If intershock time X follows the k-inflated distribution in (B), then its pgf is
G (z) = azf + (1—a)GE(2),
where Gy*(z) is the pgf of X in its regular mode.

Proof. We have
Gy(z) =E+[zX] =Y 2P, (X =x) = azF+(1-a)) 2"Pe(X =x)
X X

= aZF+(1- (x)E,gg(zX)
= azF+(1-a)Gy3(2).

The theorem is proved. u

Note that if « = 0, then Equation (B) gives Py (X = x) = Ppe(X = x), F1(x) = Fueg(x),
Fy(x) = Freg(x), E+[X"] = Ereg[X"], and G} (z) = Gy®(z). Therefore, when the inflation param-
eter « tends to zero, then the inflation property for the random variable X reduces the regular
state.

4. STATISTICAL PROPERTIES OF THE SYSTEM’S LIFETIME

Following Section 2, when the intershock times are not equal to J, the system continues to work
safely. Indeed, if our observations of intershock times have overdispersion at point &, then the
system is in an critical situation and is expected to fail soon. Hence, it is important to study the
lifetime of the system when the intershock times follow an é-inflated distribution. This is done
in the following.

The reliability function (or survival function) of the system’s lifetime can be expressed by

P(T(5>t):P<%Xi>t>:iP<in>t>P(N:n). (6)
i=0 n=1 i=1

Since the distribution of intershock times is arbitrary, therefore, deriving a general explicit
representation of the reliability function from Equation (B) is difficult, or very complex if ob-
tained. Therefore, the probability generating function (pgf) can be useful for calculation of the
probability mass function of the system’s lifetime. Following theorem gives us the pgf of the
system’s lifetime.
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Theorem 6. Let X1, X5, ... be the intershock times in the model described in Section B, and let
also X denotes a generic random variable of X;’s. When the system is in the critical situation,
the pgf of the system’s lifetime becomes

6 (o) - L HOZOGREE) (44 (=) Pg(X = 9) )
Ty 1— (1 —&)Prg(X #0) (“Z“F(l—zx)cggg(z)) )

Proof. Since the system is in the critical situation, so X is é-inflated distrebuted. The pgf of
T; can be written as (by using Equation (I))

Grs (2) —EN ] =E [szilx,-] - E [E+ [szilx,-w”

= Gn(GX(2)), (8)

where Gy(z) is the pgf of random variable N.
Since N has geometric distribution with parameter Py (X = §), therefore, the pgf of N is
obtained as (use also (3))

z (0 + (1 — &) Prg(X = 0))

Gn(z) = 1— (1= (a4 (1—a)Peg(X =9)) )z’ Y
Hence, by using Equation (8) in Equation (8), we obtain
B G;E(z) ((x + (1 — “)Preg(X = 5))
O ) = T (ot (=) B (X =) )L "

Consequently, by applying Theorem B to Equation (I) we get the desired result. This com-
pletes the proof. |

In the next theorem, we obtain an explicit formula for the mean lifetime of the system, which
defines the system’s mean time to failure. The second moment is also provided.

Theorem 7. Let X7, X, ... be intershock times in the model described in Section B, and let also
X denotes a generic random variable of X;’s. The mean lifetime of the system in the critical
situation is

w6 + (1 — a)Epeg[X]

) = o 0B (X =)’ b

and the second moment is

E[T/%] = (a il(z f)f;elf(j(; i) 5 ) (1 @) (Erg[X?] — 2Preg(X = )

6% (a+ (1 — &) Preg (X = 0)
2((1 - “)Preg(x # 5))2
(@ + (1= a)Preg(X =9))

7 re 6
* 2(04 —(kl(l i)f);rii}?:)gQ (1= a) (Ereg[X] — 6Preg(X = 6)) )

X b (a4 (1—a)Preg(X =9). (12)

_|_

5 (1= &) (Ereg[X] — 6Preg (X = 6)) )?

Proof. Since N is a stopping time for X;’s (i = 1,2...), so the mean lifetime of the system
can be computed as

N

) Xi

i=1

E[T}]=E [E IN P(N = n) = E{[X]E[N]. (13)

(o)
= ZE+
n=1

n
L Xi
i=1
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Since N follows the geometric distribution with parameter P, (X = §), therefore (use also

@)

1 1
E[N] = = , 14
N = 5 X =5 " ar A —aPex=90) (14
and by using Equation () in Equation (I3), we obtain
E[T}] = E[X] (1)

w4 (1 —a)Prg(X =10)

Using Theorem B we have E [X] = ad + (1 — a)Ejeg[X], and by putting this in Equation (I5),
we get to Equation (IT).
For the second moment, by conditioning on N, we can write

. 2
E[T, %] = Z ((Z&) \N_n> Py(N =n). (16)
i=1

A simple calculation show that

" 2
E, ((in> IN = ) ZE+X2|N—n +2 ) ) EL[X;Xj|N =n]. (17)
i=1

i=1 1<i<j<n

From the definition of random variable N (see (#)), we have

E([X2X#6), i=12,...,n—1
B XN =] = | EFIX A =12 m 1,
E+[X2‘X:5], 1=n,
thus,

i L[X2|IN =n] = (n —1)E4[X?|X # 0] + E+ [X?|X = ). (18)

Similarly,

LY DN =) = (") 1) (B [XIX £ 007+ (0~ DEL[XIX £ SE XX =31, (19

1<i<j<n

By using Equations (9) and (I8) in (I7) and then via Equation (I8), we obtain

E[TS%] = (E[N]—1)EL[X2|X # 6] + E+ [X2|X = 4]
+ E[(N = 1)(N = 2)](E+[X|X # ])?
+ 2(E[N]-1) (E+[X|X £ §|EL[X|X = 5]).

Since E[N] = W and E[(N —1)(N —2)] = %, therefore,
BT = (G B XX £ 0+ Eclxx = o
2(Pi(X #9)) 2
+ W(m[mx # 6])
- 2<P+EX#5§>E+[X1X#5]E+[X|X=(s]. (20)
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On the other hand, using Equation (B) and Theorem B, we have

Pi(X=0) = a+(1-a)Peg(X=0), (1)
Pi(X#0) = 1-P.(X=0)=(1—a)Peg(X #9), (22)
E{[X|X=06] = 6(a+(1—a)Pree(X=09)), (23)
EL[X|X#0] = E{[X]—EL[X|X=06]=(1—a) (Erg|X] — 0Preg(X =), (24)
EL[X?|X =6] = & (a+(1—a)Peg(X=0)), (25)
EL[X2X £6] = E([X2]-E([X2|X=0]=(1—q) (E,eg[xz} — 2 Preg (X = 5)) . (26)

The desired result ([2) is obtained by putting Equations (Z1)—(28) in Equation (20). The proof is com-
plete. u

Next, an explicit expression for the variance of lifetime of the system is given for the defined
shock model.

Theorem 8. Let X1, X5, ... be the intershock times in the model described in Section B, and let
also X denotes a generic random variable of X;’s. When the system is in the critical situation,
the variance of the system’s lifetime is

Var(T) = PR vt)lPreg(X m—y (Varrgg(X) + a? (ZéE,eg[X} — E%Eg[X] — 52)

+ 0 (26 [X) — Brg[X7] - 20Erg(X] 4.2 )

(26 4+ (1 — a) Ereg[X]) ((1 — &) Preg (X # 0))
(04 (1 —a)Preg(X = 5))2

Proof. By using the second Wald’s identity (see page 30 from [I1]), the variance of the
system’s lifetime can be written as

N

Var(T}) = Var <Z Xi> = Var, (X)E[N] + (E4 (X)) Var(N). (27)
i=1

Since N has geometric distribution with parameter P, (X = ¢), therefore

C1-P(X=0)  P.(X#£0)
) k= T x=0) )

By using Equations (Z8) and ([@) (for E[N]) in Equation (Z2), we obtain

_ Vary(X) | (E4[X])* Py (X #9)
Var(Ty ) = (X =20 + (P (X = 5))2 . (29)

From Equation (B) we have P, (X = J) = a + (1 — a)Pe(X = 9), and thus, Py (X # §) =
(1 — &) Preg (X # 0). Besides, by Theorem B and Corollary B we have, respectively,
E([X] = ad+(1—a)ErlX],

Var  (X) = Varpg(X)+a? (25568 [X] — E2[X] 52) ta (ZEfeg [X] = Ereg[X?] — 20E e[ X] + 52) .
Finally, by putting these identities in Equation (29) we obtain the desired result. The theorem
is proved. |
The Laplace transform (or the Laplace-Stieltjes transform) of T is derived in the following
theorem.
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Theorem 9. Let X, X5, ... be the intershock times in the model described in Section B, and let
also X denotes a generic random variable of X;’s. Assuming that the system is in the critical
situation, the Laplace transform of the system’s lifetime is

e (a4 (1 — a)Preg(X = 0))
1= Yoo [0 (a + (1 — ) Preg (X = 9))]

Proof. By properties of conditional expectation and using the fact that the random variable
N is independent of X;’s (i =1,2,...), we have

ET; (s) =

Lr(s) = E[eT| = E[E[e TR % |N]| = iE{*SEN:]XqN:n}P(N:n)

[e9)

= ZE+{ Xty

Using the definition of N (see Equation (P)) and the fact that X is J-inflated distributed, we
have

s) = ilEJr [e’szz@l XiI(Xl;é&,Xz;Aé,,,,,X”_ﬁé(S,Xn_& ] i ( { X#)Dn_l E4 {fsxl(x:&)} '
n—

n=1

Hence (by geometric series),

Ey [675X1<X:5)]

£T+ (S) - ’ (30)
s 1-E. [e—sxl(xﬂ)}
that is
E_S(SP+ (X = 5) _55 (0( + (1 — KX Preg )
Lrpls) = T1-y [e=s¥ (a4 (1 — o) Pre (X =x))]’
1— <E+ [e=sX] —e=90P, (X = 5)) x7#0 e
This completes the proof. |

Remark 1. Note that if we consider &« = 0 in the above theorems, the distribution of intershock
times reduces to a regular distribution, consequently, the above results investigate the system’s
lifetime in its regular situation.

5. ILLUSTRATIVE EXAMPLE

Transistors are one of the crucial components that are almost always present in any electronic
device. It is common knowledge that transistors tend to heat up during operation and that this
temperature increase can significantly affect their performance and dependability. Understand-
ing the thermal challenges that transistors confront is crucial for engineers and designers. One of
the reasons for the heat increase of transistors is high voltage, and high voltages usually damage
the transistor as shocks. Transistors are usually cooled by using cooling fans (often with an pas-
sive heat exchanger such as a heat sink) so that they don’t get damaged. For more information,
we refer the reader to [27] and [2].

Here, we consider a specific transistor as a system which is exposed to a sequence of external
shocks in the form of high voltages. The transistor must operate within its specified voltage
and current limits to prevent overheating and shocks occur randomly in any period of time
x = 1,2,..., the values of x’s are as minutes. If the interarrival time between two successive
high voltages is more than 5 minutes, the transistor has enough time to cool itself. If the inter-
arrival time between two successive high voltages is less than 5 minutes, the cooling fan will
automatically turn on to cool the transistor. In the case when the interarrival time between two
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successive high voltages is equal to 5 minutes, the cooling fan will not turn on due to incorrect
detection at the time length 5 minutes, so the transistor will be damaged. Observations show
that the number of high voltages with interarrival times greater than 5 minutes and less than 5
minutes are approximately equal.

Indeed, the above example follows the shock model described in Section B. Now, we present
some illustrative computational results. Let us consider the case when the intershock times
X1,Xp, ... areii.d. distributed by the geometric distribution with mean %, that is, the pmf of X;
(i=1,2,...)is P(X; = x;) = p(1 — p)*i~! for x; = 1,2,.... Assuming that the critical intershock
time x = § = 5 is the median of X;’s (based on observations), some different values can be
chosen for the parameter p. The median of a geometric distribution with parameter p is given

by

. -1
Median [logz(l — P)—‘ .

By solving the equation {m} =5, wefind that p € [2_34/5 , 2_%3/4 ). Thus, some different
choices for the parameter p can be p = 0.135, p = 0.145, and p = 0.155. Assuming that
Ts = YN, X; is the lifetime of the above system, in Table 1 we present the pmf P(T; = t) and
the reliability function P(Ts; > t) for p = 0.135,0.145,0.155, § = 5, and some values of t. Also,
we have considered the lifetime of the system in its critical situation, that is, T; = Zfil X;, in
which the distribution of X;’s is inflated at the critical time point x = § = 5.

From Table 1 we can see that the probability of system’s lifetime in critical situation (P(T; =
t)) at the critical time point t = 6 = 5 is greater than the probability of system’s lifetime at other
time points, and also the reliability function (P(T;" > t)) at the critical point t = § = 5 is smaller
than the reliability function at other time points. In general, the probability P(T;” = §) increases
when the inflation parameter « increases. Also, as expected, an increase in inflation parameter
« leads to a decrease in reliability function. By comparing P(Ts > t) and P(T; > t), it is clear
that the system is more stable in the regular situation. This is consistent with what was expected
from the theory, results, and purpose of the paper.

Table 1: The pmf and reliability function of the system’s lifetime
p 6 t PTy=t) P(Tz>t) a P(Tj =t PTI >t

0135 5 1 0.00571 099429 0.3 0.0333 0.9667
2 0.00567 0.98869 0.0308 0.9359
3 0.00564 0.98289 0.0286 0.9073
4 0.00561 0.97737 0.0264 0.8809
5 0.00558 0.97179 0.1304 0.7505
6  0.00555 0.96624 0.0356 0.7149
7 0.00551 0.96073 0.0334 0.6815
0145 5 1 0.00600 0.99400 0.6 0.0365 0.9635
2 0.00596 0.98804 0.0320 0.9315
3 0.00593 0.98211 0.0281 0.9034
4 0.00589 0.97622 0.0246 0.8788
5 0.00586 0.97036 0.4001 0.4787
6  0.00582 0.96454 0.0351 0.4436
7 0.00579 0.95875 0.0309 0.4127
0155 5 1 0.00624 0.99376 0.9 0.0140 0.9860
2 0.00620 0.98756 0.0119 0.9741
3  0.00616 0.98140 0.0100 0.9641
4 0.00612 0.97528 0.0085 0.9556
5 0.00609 0.96919 0.8243 0.1313
6  0.00605 0.96314 0.0084 0.1229
7 0.00601 0.95713 0.0071 0.1158
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The following figure shows the mean lifetime of the above system versus p for critical time
point t = § = 5 and some different values of the inflation parameter a. For &« = 0, we have the
mean lifetime of the system in regular situation (E[T;]). Figure 2 shows that the mean lifetime
of the system in the regular state is higher than the mean lifetime of the system in the critical
situation (E[T}]). Also, we see that as the inflation parameter increases, the mean lifetime of the
system decreases.

5=5
a=0
a=0.3
a=0.6
a=0.9

E[T_8"+]
80 80
| |

40

T T T T T
0.135 0.140 0.145 0.150 0.155

p

Figure 2: Plot of E[T}"] versus p for § = 5 and some different values of inflation parameter a.
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