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Abstract 

In this study, we explore a new probability distribution termed as the Length-Biased Transmuted 

Mukherjee-Islam (LBTMI) distribution. This exploration enhances the conventional Transmuted 

Mukherjee-Islam distribution by integrating a weighted transformation approach. The paper examines 

the probability density function and the corresponding cumulative distribution function associated 

with the LBTMI distribution. A comprehensive examination of the unique structural properties of the 

proposed model is carried out, including the survival function, conditional survival function, hazard 

function, cumulative hazard function, mean residual life, moments, moment generating function 

(MGF), characteristic function (CF), cumulant generating function (CGF), likelihood ratio test, 

ordered statistics, entropy measures, and Bonferroni and Lorenz curves. To ensure precise estimation of 

model parameters, the study employs the maximum likelihood estimation method, contributing 

significantly to the advancement of statistical modelling in this domain. 

Key words: Transmuted Mukherjee-Islam distribution, Weighted transformation, Reliability 

analysis, Maximum likelihood estimator, Ordered statistics 

1. Introduction

One fundamental aim of statistics is to develop precise predictive models for real-world phenomena. 

However, due to the complex nature of these phenomena, conventional modelling approaches may 

prove inadequate. As a result, an array of probability distributions has been devised to address these 

challenges by using various transformation approaches. In our study, we introduce a novel extension 

of Transmuted Mukherjee-Islam distribution termed as LBTMI distribution. This distribution is 

crafted through the Fisher’s [6] weighted transformation technique, initially introduced in 1934, and 

further elucidated by Rao [17] in 1965. This method allows us to construct weighted models of 

observations based on predefined weighted functions. The weighted distribution reduces to length 

biased distribution when the weight function considers only the length of the units. The concept of 

length biased sampling was first introduced by Cox [4] and Zelen [26]. Scholars and researchers have 

extensively delved into weighted probability models and their wide-ranging applications across 

diverse domains. Modi and Gill [13] discussed the length-biased weighted Maxwell distribution, 

while Sanat [23] derived the beta-length biased Pareto distribution. Reyad et al. [22] examined the 

length-biased weighted Frechet distribution, elucidating its properties and practical applications. 

Rather and Subramanian [20] introduced a method for characterizing and estimating the length-

biased weighted generalized uniform distribution. Mudasir and Ahmad [14] provided an in-depth 
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discussion on the characterization and estimation of the length-biased Nakagami distribution, and 

Khan et al. [7] discussed the weighted modified Weibull distribution. In subsequent years, Rather and 

Subramanian [19] explored the length-biased Erlang truncated exponential distribution, highlighting 

its practical applications. Mathew and Chesneau [12] studied the Marshall-Olkin length-biased 

Maxwell distribution. In recent developments, Rather and Ozel [18] introduced a new length-biased 

power Lindley distribution with applications. Al-Omari and Alanzi [1] presented the inverse length-

biased Maxwell distribution and conducted statistical inference with an illustrative application. 

Mustafa and Khan [15] developed the length-biased powered inverse Rayleigh distribution with 

practical applications. 

The Transmuted Mukherjee-Islam distribution had explored by Rather and Subramanian [21] 

using the quadratic rank transmutation map studied first by Shaw and Buckley [24] in 2007. Loai M. 

A. Al-Zou’bi [2] also obtained various properties of Transmuted Mukherjee-Islam distribution and its

applications. The probability density function of a random variable say Z  following Transmuted

Mukherjee- Islam distribution with parameters say    ,,  is given by
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And the corresponding cumulative distribution function is 
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Several researchers have explored the quadratic transmutation mapping approach, introducing new 

members to this family across various baseline distributions. These include the transmuted extreme 

value distribution by Aryal and Tsokos [3], the transmuted Frechet distribution by Mahmoud and 

Mandouh [10], the transmuted generalized linear exponential distribution by Elbatal et al. [5], the 

transmuted additive Weibull distribution by Mansour et al. [11], the transmuted Gompertz 

distribution by Khan et al. [8], and the transmuted generalized inverse Weibull distribution by Khan 

et al. [9]. Additionally, Subramanian and Rather [25] examined the weighted version of the 

exponentiated Mukherjee-Islam distribution, deriving its statistical properties. Furthermore, Otiniano 

et al. [16] delved into the transmuted generalized extreme value distribution. 

2. Probability density function (PDF) and cumulative distribution function (CDF)

Using the weighted transformation approach, the PDF )(zyw  of a non-negative random variable Z is 

given by 
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Where )(zw  be a non-negative weight function and 
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Note that different choices of the weight function )(zw  give different weighted distributions. 

Consequently for weight function zzw )( , the resulting distribution is called length-biased 

distribution. Let us assume that  the PDF of the random variable Z  to be Transmuted Mukherjee-

Islam distribution, so the PDF of Length-Biased Mukherjee-Islam(LBTMI) distribution is given by  

 
)(

),,;(
,,;

zE

zfz
zg





 (3) 

RT&A, No 2 (78) 

 Volume 19, June, 2024 

292



Danish Qayoom, Aafaq A. Rather  

A COMPREHENSIVE STUDY OF LENGTH-BIASED … 

Now 
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After simplification we get 
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Using (1) and (6) in (3) we get 
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The corresponding CDF of LBTMI distribution is given by 
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After simplification we get 
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3. Reliability Analysis

3.1 Survival function 

The survival function of LBTMI distribution is given by 

)()( tTPtR rT 
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After simplification we get 
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After simplification we get 

   
 






2)1(

)1(2)()1()12(2)1(
)(

12

112








 tt
tRT (15) 

3.2 Conditional survival function 

In case of LBTMI distribution the conditional survival function is given by 
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3.3 Hazard function 

The hazard function of LBTMI distribution is given by 
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After simplification we have 
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3.4 Cumulative hazard function 

The cumulative hazard function of LBTMI distribution is given by 

 )(ln)( tRtH TTC 
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Similarly, the Conditional Cumulative hazard function of LBTMI distribution is given by 
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3.5 Reverse Hazard function 

The reverse hazard function of LBTMI distribution is given by 
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After simplification we get 
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3.6 Mills Ratio 

The Mills ratio of LBTMI distribution is given by 
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3.7 Mean residual life 

The mean residual life (MRL) in case of LBTMI distribution is given by 
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After simplification we get 
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4. Moments

The rth raw moment about origin of LBTMI distributionis defined as 
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After simplification we get 

 
  )12()1(2)1(

)1()1)(1()()12()1(






rr

rr

r



 (27) 

Putting 4,3,2,1 r in (26) we get 

 
  )22()2(2)1(

)1()2)(1()()12()1(
1









 (28) 

 
  )32()3(2)1(

)1()3)(1()()12()1( 2

2








 (29) 

 
  )42()4(2)1(

)1()4)(1()()12()1( 3

3








 (30) 

 
  )52()5(2)1(

)1()5)(1()()12()1( 4

4








 (31) 

The variance and coefficient of variance  VC. respectively are given by
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And 
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5. Harmonic mean

The harmonic mean of LBTMI distributionis defined as 
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After simplification we get 
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6. MGF, CF, and CGF

The moment generating function of LBTMI distribution is 
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The characteristics function of LBTMI distribution is 
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The cumulant generating function of LBTMI distribution is 
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7. Estimation of Parameters

Let nzzzz  ...,,,, 321 be a random sample of size n  from LBTMI distribution. Then the likelihood 

function is defined as the joint density of the random sample, which is given as 
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Taking logarithm on both sides we get 
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Differentiating equation (43) partially with respect to   and equating to zero we get 
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Differentiating equation (43) partially with respect to   and equating to zero we get 
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Differentiating equation (43) partially with respect to   and equating to zero we get 

0

)(
)(

2
1

21

2)1( 1






























n

l

l

l

z

z

n















(47) 

Simultaneously solving equation (44), (45), and (46), gives the maximum likelihood estimators of 

parameters involved in the given distribution. However, direct evaluation of the aforementioned 

system of nonlinear equations is unfeasible. To obtain maximum likelihood estimates for the 

distribution parameters, it is necessary to employ iterative methods such as the Newton-Raphson 

method, Mathematica, or the Secant method to solve this system effectively. 

8. Distribution of ordered statistics

Suppose we draw a random sample nzzzz  ...,,,, 321  of size n   from LBTMI distribution. Then the 

ordered statistics corresponding to the given sample is )()3()2()1( ...,,,, nZZZZ  such that

)()3()2()1( ... nZZZZ  , Where  
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And the corresponding CDF of 
thk ordered statistics is 
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On substituting nk  ,1  in equation (48) we get the PDF of smallest and highest  ordered statistics 

respectively and are given as 
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And 
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Their corresponding CDFs are obtained on substituting nk  ,1  in equation (49) and are given by 
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9. Likelihood ratio test

The likelihood ratio test is a statistical technique designed to explore the adequacy of fit between two 

models. Specifically, in the realm of probability distributions, it is utilized to check the suitability of 

two distinct distributions in explaining observed data and its purpose is to ascertain whether the 

inclusion of additional parameters in a statistical model substantially enhances its ability to accurately 

represent the data or not. Suppose nzzzz  ...,,,, 321 be a random sample of size n   from LBTMI 

distribution.. To test the hypothesis  

),,,;()(:0 zfzgH  against ),,;()(:1 zgzgH 

The likelihood ratio test is defined as 
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So, we reject null hypothesis at  level of significance if 
* such that  )( *P , where 

*

is the critical value at  level of significance of the given test statistics. That is, 
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For large sample size n , )log(2   is distributed as Chi-square distribution with one degree of 

freedom. Also p-value is calculated from the chi-square distribution. On the basis of p-value, we reject 

the null hypothesis when the p-value is less than level of significance. 

10. Entropy measures

10.1 Renyi entropy and Tsallis entropy 

 By definition, the Renyi entropy is given by 
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After simplification we get 
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Similarly, the Tsallis entropy associated with the given distribution is given by 
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11. Bonferroni and Lorenz curves

The Bonferroni curve of the given distribution is given by 
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After simplification we get 
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Also, the Lorenz curve of the given distribution is given by 
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12. Conclusion

In this paper, we have introduced a novel extension of the Transmuted Mukherjee-Islam distribution. 

This extension incorporates a weighted transformation approach and the existing three-parameter 

Transmuted Mukherjee-Islam distribution and generates four parametric innovative model known as 

the Length-Biased Transmuted Mukherjee-Islam distribution. We conduct a thorough analysis of the 

Length-Biased Transmuted Mukherjee-Islam distribution, investigating its mathematical formulation 

and statistical properties in detail. Parameter estimation for this new distribution is performed using 

maximum likelihood estimation techniques. Additionally, to assess the goodness of fit between these 

two models, we employ the likelihood ratio test. 

References 
[1] Al-Omari, A. I. and. Alanzi, A. R. A. (2021). Inverse length biased Maxwell distribution:

Statistical inference with an application, Computer Systems Science & Engineering, 39(1), 147-164. 

[2] Al-Zou’bi, L. M. (2017). Transmuted Mukherjee-Islam Distribution: A Generalization of

Mukherjee-Islam Distribution, Journal of Mathematics Research, 9(4), 135-144.

https://doi.org/10.5539/jmr.v9n4p135 

[3] Aryal, G. R. and Tsokos, C. P. (2009). On the transmuted extreme value distribution with

application. Nonlinear Analysis: Theory, Methods and Applications, 71:1401–1407, 

doi:10.1016/j.na.2009.01.168. 

[4] Cox D. R. (1969). Some sampling problems in technology, In New Development in Survey

Sampling, Johnson, N. L. and Smith, H., Jr.(eds.) New York Wiley Interscience, 506-527. 

[5] Elbatal, I., Diab, L. S., and Alim, N. A. A. (2013). Transmuted generalized linear

exponential distribution. International Journal of Computer Applications, 83:29–37. 

[6] Fisher, R.A. (1934). The effects of methods of ascertainment upon the estimation of

frequencies, Annals of Eugenics, 6, 13- 25. 

[7] Khan, M. N., Saeed, A., & Alzaatreh, A. (2018). Weighted Modified Weibull distribution.

Journal of Testing and Evaluation, 47(5), 20170370. 

[8] Khan, M. S., King, R., and Hudson, I. L. (2016a). Transmuted Gompertz distribution:

Properties and estimation. Pak. J. Statist., 32:161–182. 

[9] Khan, M. S., King, R., and Hudson, I. L. (2017b). Transmuted new generalized inverse

Weibull distribution. Pak.j.stat.oper.res., 13:277–296, doi:10.18187/pjsor.v13i2.1523. 

[10] Mahmoud, M. R. and Mandouh, R. M. (2013). On the transmuted frechet distribution.

Journal of Applied Sciences Research, 9:5553–5561. 

[11] Mansour, M. M., Elrazik, E. M. B., Hamed, M. S., and Mohamed, S. M. (2015). A new

transmuted additive Weibull distribution: Based on a new method for adding a parameter to a family 

of distribution. International Journal of Applied Mathematical Sciences, 8:31–54. 

[12] Mathew, J. &Chesneau, C. (2020), Marshall–olkin length-biased Maxwell distribution and

its applications, Mathematical and Computational Applications, 25(4), 65. doi:10.3390/mca25040065. 

RT&A, No 2 (78) 

 Volume 19, June, 2024 

303



Danish Qayoom, Aafaq A. Rather  

A COMPREHENSIVE STUDY OF LENGTH-BIASED … 

[13] Modi, K. and Gill, V., (2015), Length-biased Weighted Maxwell Distribution,

Pak.j.stat.oper.res. Vol.XI No.4, pp465-472. 

[14] Mudasir, S. & Ahmad, S. P., (2018), Characterization and estimation of length biased

nakagami distribution, Pak.j.stat.oper.res. Vol.698 XIV No.3, pp697-715. 

[15] Mustafa A. and Khan, M. I. (2022). The length-biased powered inverse Rayleigh

distribution with applications, J. Appl. Math. & Informatics, 40(1-2), 1-13. 

[16] Otiniano, C. E. G., de Paiva, B. S., Daniele, S. B., and Neto, M. (2019). The transmuted

generalized extreme value distribution: properties and application. Communications for Statistical 

Applications and Methods, 26:239–259. 

[17] Rao, C. R. (1965). On discrete distributions arising out of method of ascertainment, in

classical and Contagious Discrete, G.P. Patiled; Pergamum Press and Statistical Publishing Society, 

Calcutta. 320-332. 

[18] Rather, A. A. &Ozel G., (2021): A new length-biased power Lindley distribution with

properties and its applications, Journal of Statistics and Management Systems, DOI: 

10.1080/09720510.2021.1920665. 

[19] Rather, A. A. & Subramanian, C. (2019), The Length-Biased Erlang–Truncated

Exponential Distribution with Life Time Data, Journal of Information and Computational Science, vol-9, 

Issue 8, pp 340-355. 

[20] Rather, A. A. and Subramanian, C. (2018) Characterization and Estimation of Length

Biased Weighted Generalized Uniform Distribution, International Journal of Scientific Research in 

Mathematical and Statistical Sciences, Vol.5, Issue.5, pp.72-76. 

[21] Rather, A. A., and Subramanian, C., (2018), Transmuted Mukherjee-Islam failure model,

Journal of Statistics Applications & Probability, 7(2), 343-347. 

[22] Reyad, M. H., Hashish, M. A., Othman, A. S. & Allam, A. S. (2017), The length-biased

weighted frechet distribution: properties and estimation, International journal of statistics and applied 

mathematics, 3(1), pp 189-200. 

[23] Sanat, P. (2016). Beta-length biased Pareto distribution and its properties, Journal of

Emerging Technologies and Innovative Research (JETIR), 3(6), 553-557. 

[24] Shaw, W.T. and Buckley, I.R.C. (2007). The alchemy of probability distributions: beyond

gram-charlier expansions and a skew-kurtotic-normal distribution from a rank transmutation map. 

Research report. 

[25] Subramanian C. & Rather, A. A. (2018). Weighted exponentiated mukherjee-islam

distribution, international journal of management, technology and engineering, vol 8, issue XI, pp. 1328-

1339. 

[26] Zelen, M. (1974). Problems in cell kinetic and the early detection of disease, in Reliability

and Biometry, F. Proschan & R. J. Sering, eds, SIAM, Philadelphia, 701-706. 

RT&A, No 2 (78) 

 Volume 19, June, 2024 

304




